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Abstract

Fully non-linear kinetic simulations of electron plasma (EPWs) and ion acoustic waves (IAWs)

have been carried out with a new multi-species, parallelized Vlasov code. The numerical imple-

mentation of the Vlasov model and the methods used to compute the wave frequency are described

in detail. For the first time, the nonlinear frequency of IAWs, combining the contributions from

electron and ion kinetic effects and from harmonic generation, has been calculated and compared

to Vlasov results. Excellent agreement of theory with simulation results is shown at all amplitudes,

harmonic generation being an essential component at large amplitudes. For IAWs, the positive

frequency shift from trapped electrons is confirmed and is dominant for the effective electron-to-

ion temperature ratio, Z Te/Ti & 10 with Z the charge state. Furthermore, numerical results

demonstrate unambiguously the dependence [R.L. Dewar, Phys. Fluids 15, 712 (1972)] of the

kinetic shifts on details of the distribution of the trapped particles, which depends in turn on the

conditions under which the waves were generated. The trapped particle fractions and energy dis-

tributions are derived and, upon inclusion of harmonic effects, shown to agree with the simulation

results, completing a consistent picture. Fluid models of the wave evolution are considered but

prove unable to capture essential details of the kinetic simulations. Detrapping by collisions and

sideloss are also discussed.
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†stephan.brunner@epfl.ch
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I. INTRODUCTION

The properties of large-amplitude Electron Plasma Waves (EPWs), also referred to as

Langmuir waves, and Ion Acoustic Waves (IAWs) and their self-consistent distribution

of trapped particles lies at the heart of much current theoretical research for nonlinear

IAWs[1–4], on stimulated Brillouin scattering[5–11], nonlinear EPWs[12–19], and stimu-

lated Raman scattering.[20–32] Our particular interest is laser light propagation in hot,

high-density plasma where many processes can create such waves.[33–36] However, similar

wave-particle interactions are important in vastly different plasma conditions.[37–39] In all

cases, a large-amplitude wave is created which traps particles that support an undamped

BGK-like oscillation [40], in the absence of strong inhomogeneity or binary collisions, until

various instabilities develop over a longer time scale and destroy this highly coherent state.

The seminal work of O’Neil [41] showed in the case of EPW’s, that a large amplitude wave

would evolve to a quasi BGK-like state within a few trapping oscillations of the electrons.

Subsequently, Morales and O’Neil [42] and Dewar [43] showed that, as a result of the modi-

fication of the distribution by resonant electrons, the frequency of the non-linear BGK-like

mode is shifted relative to the linear frequency for Maxwell-Boltzmann distributions by an

amount proportional to
√
φ, where φ is the amplitude of the electrostatic potential.

Despite the fundamental nature of this research and its long history, a detailed comparison

of the nonlinear state produced in kinetic simulations with theoretical models has only begun

recently and primarily for EPWs. The frequency of the nonlinear wave is of particular

interest because it enters as a parameter in theoretical models, e.g. [24, 30]. In all previous

work, the small-amplitude kinetic shift is predicted to be proportional to
√
φ but with a

coefficient that differs according to conditions of wave generation. Dewar indeed showed that

such a coefficient was dependent on the physical process by which the wave was produced.[43]

If the wave is initialized suddenly with a large amplitude, it evolves to a so-called sudden

distribution of resonant particles. On the other hand, if the wave is driven slowly with

respect to the bounce frequency time scale by an external force up to a finite amplitude,

it evolves to a so-called adiabatic distribution of resonant particles.[12, 13, 43] The bounce

frequency is given by ωb,j = k
√

e|Zj |φ/mj, where the species index j = e, i for electrons

and ions respectively, Zj is the ionization state (in particular Ze = −1), mj the mass, and k

the wavenumber. The sudden distribution produces a shift that is larger than the adiabatic
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distribution by the ratio, αs/αad = 0.823/0.544 = 1.51. In the sudden case, the Dewar

results are identical to those obtained by Morales and O’Neil.[42]

Significantly less work has been published on the generation of large amplitude IAWs

and corresponding frequency shifts. Cohen et. al. [1] considered the case of a fluid electron

and kinetic ion response with the Particle-in-Cell (PIC) code BZohar in the small amplitude

limit. Because only the ions are trapped, a direct analogy with the trapping of electrons in a

driven EPW can be made. The negative frequency shift was shown to scale as expected with
√
φ, but no attempt was made to distinguish between adiabatic or sudden distributions. For

phase velocities and wave amplitudes not too large, this kinetic shift, involving a distortion

of the particle distribution f0 from a Maxwell-Boltzmann and scaling as
√
φ, is larger than

fluid non-linear shifts, which are proportional to φ2 and related to harmonic generation.[1,

4, 44, 45] The sign of the kinetic shift is opposite to the sign of the curvature of the velocity

distribution, d2f0/dv
2, at the wave’s phase velocity vφ = ω/k and thus negative (resp.

positive) if |vφ| > vth (resp. |vφ| < vth). The thermal velocity is defined here as vth =

(T/m)1/2. Electrons in an EPW and ions in an IAW are trapped in the tail of the distribution

and therefore cause a negative shift to the frequency. Electrons in an IAW are however

trapped in the bulk and contribute with a positive shift. The net shift in an IAW is thus

dependent on ZTe/Ti as the number of ions trapped is strongly dependent on v2
φ/v

2
th,i ∝

ZTe/Ti, while the number of trapped electrons is essentially independent of the wave’s

phase velocity as v2
φ/v

2
the ∝ Zme/mi ≪ 1 (for IAWs one has vφ ∼ cs =

√

ZiTe/mi, where cs

is the sound speed).

To our knowledge, verification of the theory of adiabatic and sudden distributions [13,

42, 43] by kinetic simulation has not been done systematically. Nor, it appears, has the

positive shift of the frequency from electron trapping along with the negative shift from

trapped ions been included in kinetic simulations of driven IAWs. Our objectives in the

work presented here are to compute, using Vlasov simulations, the frequency of both EPWs

and IAWs in the nonlinear state, its dependence on the method of generation and plasma

parameters, and in particular the validity of characterizing the steady-state distributions

as adiabatic or sudden. In addition, we present results for IAWs which show that for

ZTe/Ti > 10 the positive frequency shift from trapped electrons overcomes the negative ion

shift, producing a net positive frequency shift. Furthermore, at wave amplitudes such that

eφ/Te & 0.03, the contribution of wave harmonics to the frequency shift must be included
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to get quantitative agreement of the theory with the simulation. There are two clear effects

of the harmonics: 1.) The direct effect on the frequency obtainable from the fluid equations.

2.) The change in the number of trapped particles from the distortion of the waveform away

from a sinusoid, which can also affect the kinetic frequency shift. This second effect was

confirmed with detailed comparisons of the simulations with theory that involved computing

the number of trapped electrons and ions by using the simulation’s distributions and the

analytic distributions corresponding to the sudden or adiabatic approximations. We indeed

find that at larger amplitudes the nonsinsoidal waveforms (from wave harmonics) produced

in the simulations must be accounted for in the theory to properly calculate the number

of trapped particles. However, the number of trapped particles does not in general permit

a clear distinction between adiabatic and sudden distributions, as the difference vanishes

for small amplitudes. The final confirmation of our interpretation of frequency shifts comes

from computing the distributions of resonant trapped and passing particles as a function

of the particle energy. These distributions are very well represented as adiabatic or sudden

when compared to theory but, again, the actual waveforms, not a sinusoid, may be required

for excellent agreement.

We simulate the non-linear evolution of IAWs by driving the waves with an external travel-

ing wave field over many ion acoustic wave periods. Because of the large ion-to-electron mass

ratio, the rate of increase of the wave amplitude will be much less than the electron bounce

frequency ωb,e, except for very small amplitudes; that is, if the required time tdrive for driving

the IAW to a certain amplitude φ is such that ωb,e tdrive =
√

eφ/Te

√

mi/Zme ωa tdrive ≫ 1,

with ωa = kcs the acoustic wave frequency, one expects the electrons to respond adiabati-

cally. The ion bounce frequency is however less than ωa, as ωb,i/ωa =
√

eφ/Te < 1, so that

one expects the ions to respond adiabatically only if ωa tdrive ≫ 1.

The frequency in the non-linear state is found as a function of wave amplitude, with

ZTe/Ti a key parameter. For ZTe/Ti ≫ 10, only electron kinetic effects are important

and the non-linear frequency increases with wave amplitude in accord with an adiabatic

electron distribution. However, when the trapping width ∆vtr = 2
√

eφ0/me in velocity

space exceeds ∼ vth,e/4, the number of trapped electrons is less than for an adiabatic or a

sudden distribution with a purely sinusoidal wave. Using for the theoretical estimate the

actual wave field φ(x, t) from the simulation, we find excellent agreement with the simulated

number of trapped electrons. The adiabatic limit works equally well for representing the
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electron distribution for all values of ZTe/Ti. For ZTe/Ti ≤ 10, a significant number of

ions are trapped and act to decrease the frequency in the non-linear state. We find in

this case that the analytic approximations for the non-linear frequency shifts are sensitive

to the choice of the linear frequency estimate ωL, about which the non-linear dielectric

function is expanded, as the number of trapped ions is exponentially dependent on vφ/vth,i.

For finite kλDe, the estimate for ωL obtained from a fluid dispersion relation overestimates

the contribution from the ions. Here, λDe = vth,e/ωpe is the electron Debye length. For

ZTe/Ti = 10, we find that the ions are best represented by an adiabatic distribution with

the agreement being particularly good at large amplitude. Again, the actual waveform is

required to get good agreement between the simulated ion distribution and the analytic

one. When ZTe/Ti = 6, the ions dominate the frequency shift in the non-linear state,

and the sudden approximation is the best representation of the non-linear state of the ion

distribution.

For completeness, we also analyze the non-linear evolution of EPWs from an initially large

amplitude wave or by driving the wave with an external traveling wave potential. The waves

evolve to an undamped BGK-like state with a frequency that decreases with wave amplitude

with a proportionality constant that depends on the generation process, initialized or slowly-

driven, which we again compare to the two analytic limits, sudden or adiabatic. Lindberg

[12] also considered the properties of adiabatically driven EPWs, comparing his theoretical

estimates to Vlasov simulations, as well as to previous results, in particular with respect to

frequency shifts. In the limit of small amplitude, eφ/Te ≪ 1, he confirmed the theoretical

results for the coefficient of frequency shift for adiabatic excitation of EPWs considered by

Dewar [43] and Benisti [28]. In the same small amplitude limit, other authors [21, 46, 47]

had obtained different coefficients. Our simulation results support the coefficients obtained

by Dewar in the appropriate limits.

Despite the tremendous growth of computer resources, fluid modeling of the evolution of

the driven electrostatic waves with models of kinetic effects [7, 8, 13, 14, 23, 31] is of great

practical interest, as fully kinetic simulations of laser propagation through plasmas that

account for the actual laser beam size and plasma volume are still not yet accessible. Fluid

models that can reproduce the amplitude and phase history of the fields without following

the distributions are an essential step towards including kinetic effects in fully 3D fluid codes

[48–50] that model Stimulated Brillouin Scattering (SBS) or Stimulated Raman Scattering
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(SRS) in Inertial Confinement Fusion (ICF) experiments. As a first step for modeling driven

IAWs with electron kinetic effects, we generalized a single species IAW model [7] and applied

it to both electrons and ions. In this model, as the wave traps particles, the contribution from

each species to the linear damping rate decreases, while the contribution to the frequency

shift grows. The electron response is instantaneous but the ion response is not, in accord

with their very different bounce frequencies. The wave growth ceases when the external drive

stops or the wave gets out of phase with the drive because of the frequency shift. Overall,

there is good agreement between the model’s and simulation’s wave amplitude history but

quantitative differences between the respective frequencies in steady state.

Our work was motivated in part by previous work with kinetic simulations and fluid

theory with simple models of wave-amplitude dependent kinetic effects. Our examination of

electron kinetic effects on IAWs was preceded by theory precicting a modulational instability

for IAWs[51] and by kinetic simulations[2, 3], where the nonlinear response of driven IAWs

was shown to be significantly different in the case that both the electrons and ions respond

kinetically from the case that only ions do and the electron response is assumed adiabatic.

In other previous kinetic studies [5, 6, 9], the saturation of SBS by ion trapping effects in

the absence of electron trapping used PIC simulations with a fluid Boltzmann treatment of

the electrons. The results of kinetic simulations of SRS [20] have been interpreted as well

with theoretical models that require amplitude-dependent frequency shifts. With both PIC

simulations and theory, Rose and colleagues [24, 27] showed that this amplitude dependence

in two-dimensional systems can cause the EPW to self-focus and saturate stimulated Raman

scattering (SRS) by reducing the coherence of the interaction. Similarly, Williams and co-

workers [8] used an analytic model with a negative amplitude-dependent frequency shift to

show a nonlinear limit to the power transfer of overlapping laser beams in a flowing plasma.

Also, the sign of the non-linear frequency shift of IAWs is predicted to affect the nature of

the possible decay through modulational instabilities.[4] Thus, a systematic study of the size

and sign of the frequency shifts and how they depend on the method of wave generation is

of clear practical interest.

This paper is organized as follows:

A review of the theory of kinetic and fluid non-linear frequency shifts caused by both

particle trapping as well as harmonic generation is presented in Sec. II. The general relation

for the kinetic shift is given by Eq. (16). The specific results for he frequency shifts for EPWs
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and IAWs are derived in Secs. IIA and IIB. The kinetic shifts are given by Eqs. (19) and

(24), while the additional fluid shifts from higher harmonics are given by Eqs. (20) and (34)

for EPWs and IAWs respectively. In Sec. III, the SAPRISTI code used for carrying out

the Vlasov-Poisson simulations presented in this paper is described for the first time: the

simulation model itself is discussed in Sec. IIIA, the semi-Lagrangian method applied for

evolving the Vlasov equation in Sec. III B 1, and the numerical solution to Poisson’s Equation

in Sec. III B 2. Also, the methods considered for accurately estimating the frequency of the

nonlinear wave with the Hilbert transform technique is discussed in Sec. IIIC.

The simulation results compared to the theoretical predictions for the frequency shifts, the

number of trapped particles, and the distribution functions for both sudden and adiabatic

wave generation are discussed in Sec. IV for both EPWs and IAWs. The EPW frequency

shifts are given in Sec. IVA: for kλDe = 1/3 in Sec. IVA1 and for kλDe = 0.425 in Sec.

IVA2. The simulation results for IAW frequency shifts are shown in Sec. IVB: with the

case ZTe/Ti = 30 in Sec. IVC1, ZTe/Ti = 10 in Sec. IVC2, and ZTe/Ti = 6 in Sec. IVC3.

The comparison for IAWs of the fraction of trapped particles from the simulations with the

theory is given in Sec. IVC: for the case ZTe/Ti = 30 in Sec. IVB1, ZTe/Ti = 10 in

Sec. IVB2, and ZTe/Ti = 6 in Sec. IVB3. This simulation section concludes in Sec IVD

with a comparison of the IAW distribution function of the resonant particles as a function of

particle energy with the theoretically-obtained adiabatic and sudden distributions. The IAW

example shows unambiguous identification of the electron and ion distributions as adiabatic

in the particular case ZTe/Ti = 10.

A simple ad hoc fluid model that reproduces the essential features of the driven kinetic

simulations, e.g. a reduction in damping accompanied by a frequency shift that detunes the

wave from the driving potential, is presented in Sec. V. We conclude in Sec. VI where we

also discuss briefly the detrapping mechanisms of transverse loss and of collisions, which can

potentially interfere with the resonant wave-particle interaction and thus affect the resulting

frequency shifts. More detailed estimates of collisional effects are presented in the Appendix

A.
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II. ANALYTIC DERIVATION OF NON-LINEAR FREQUENCY SHIFTS RE-

SULTING FROM RESONANT WAVE-PARTICLE INTERACTION AND HAR-

MONIC GENERATION

In this section, the derivation of the non-linear frequency shift of electrostatic waves

resulting from resonant wave-particle interaction (in particular trapping), as originally pre-

sented by Morales & O’Neil [42] and Dewar [43], is summarized before being applied to both

the case of EPWs as well as of IAWs including non-adiabatic electron effects. We also recall

the estimate obtained in previous work, using a fluid representation, for the frequency shift

of an EPW resulting from non-linear harmonic generation [44] and derive a similar estimate

for IAWs.

Let us start by briefly recalling the general derivation of the non-linear kinetic frequency

shift of an electrostatic plasma wave resulting from resonant wave-particle interaction, as

originally presented in Refs. [42, 43]. One assumes the plane wave to be propagating along

the x direction. The starting point is Poisson’s equation for the potential φ(x, t) of the final

state of the wave:
d2φ

dx2
= − 1

ǫ0

∑

species

q

∫ +∞

−∞

dv f, (1)

where f(x, v, t) is the time asymptotic distribution in the x-direction (v is the velocity

along x) for each species of mass m and charge q. At this point, both the potential φ

and distribution f are considered in the lab frame. In the following, one shall assume

that the wave is an undamped BGK-like mode [40], which is essentially sinusoidal, i.e.

φ(x, t) = φ0 cos(kx− ωt) with amplitude φ0, wave number k, and frequency ω.

To isolate the purely non-linear response, one adds and subtracts in Eq. (1) the charge

density related to the linear response of the system:

d2φ

dx2
= − 1

ǫ0

∑

species

q

[∫ +∞

−∞

dv fL +

∫ +∞

−∞

dv (f − fL)

]

= − 1

ǫ0

∑

species

q

[∫ +∞

−∞

dv δf +

∫ +∞

−∞

dv∆fNL

]

, (2)

where for each species one defines the non-linear deviation ∆fNL = f−fL of the full dis-

tribution f from the linear response fL = f0 + δf , δf being the actual linear perturbation.

In Eq. (2) one made use of the fact that the initial unperturbed distributions f0 verify the

neutrality condition
∑

species q
∫
dvf0 = 0.
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From the linearized Vlasov equation:

∂δf

∂t
+ v

∂δf

∂x
− q

m

∂φ

∂x

∂f0

∂v
= 0,

one derives δf in the lab frame:

δf =
q

m

kφ

kv − ω
∂f0

∂v
. (3)

Inserting Eq. (3) into Eq. (2) one can write:

k2 ǫL(k, ω)φ =
∆ρNL

ǫ0
. (4)

On the left hand side of Eq. (4), ǫL is the linear, kinetic dielectric function given by

ǫL(k, ω) = 1−
∑

species

ω2
p

k2

∫

dv
∂f0/N

∂v

v − ω/k , (5)

with ωp =
√

Nq2/mǫ0 the plasma frequency and N the unperturbed density of each species.

On the right hand side of Eq. (4), ∆ρNL stands for the charge separation due to non-linear

effects:

∆ρNL =
∑

species

q

∫ +∞

−∞

dv∆fNL.

Carrying out the projection (1/λ)
∫ λ/2

−λ/2
dxφ . . . on each side of Eq. (4) gives:

ǫNL(k, ω;φ0) = ǫL(k, ω) +
∑

species

∆ǫNL = 0, (6)

where ǫNL(k, ω, φ0) stands for the non-linear dielectric function and having defined

∆ǫNL = − 2

ǫ0E
2
0

1

λ

∫ λ/2

−λ/2

dx qφ

∫ +∞

−∞

dv∆fNL, (7)

λ = 2π/k being the wavelength and E0 = k φ0 the amplitude of the electrostatic wave field.

The term ∆ǫNL can be viewed as the non-linear correction from each species to the kinetic

dispersion relation.

The non-linear frequency shift is defined as δωNL = ω − ωL, where ωL is the linear

frequency related to the wave number k. The frequency ωL thus verifies the linear dispersion

relation:

ǫL(k, ωL) = 0.
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Assuming the shift δωNL is sufficiently small, it can be derived explicitly from Eq. (6) by

expanding its left hand side in a Taylor series with respect to ω:

ǫL(ω = ωL + δωNL) =
∂ǫL(ωL)

∂ω
δωNL + . . . = −

∑

species

∆ǫNL,

which leads to

δωNL ≃ −
[
∂ǫL(ωL)

∂ω

]−1 ∑

species

∆ǫNL. (8)

The main problem in estimating the shift δωNL thus involves computing ∆ǫNL, which in turn

hinges on specifying the non-linear distribution f .

To derive an explicit relation for f , one makes use of the assumption that the system

reached a stationary state in the wave frame. In the following until mentioned otherwise,

all physical quantities are now measured from this reference frame, in particular the phase

space variables (x, v) as well as the fields φ and f . The distribution f , solution to the Vlasov

equation, thus becomes a function of the constants of motion: Energy W = mv2/2 + qφ(x)

and, for passing particles only, the sign σ = sgn(v) of the velocity along x. The distribution

f(W,σ) is in fact not uniquely defined and depends on how the wave was generated. Two

limiting cases have been considered by Dewar[43]:

1. Sudden: In this case, the initial distribution f0 is subjected instantly to the finite

amplitude field φ, and filaments as a result of the difference in trajectory periods for

neighboring energy levels W and W+ δW . Coarse-graining over this filamentation and

invoking the invariance of the distribution along the trajectories, the final distribution

f is thus effectively given by the average of the initial distribution f0(v) over the phase

space region defined by the energy interval [W,W + δW ] (see Fig. 1):

∑

σ=±1

f(W,σ) =

∑

σ 〈f0[σu(x,W )]H(W−qφ)
u(x,W )

〉x
〈H(W−qφ)

u(x,W )
〉x

, (9)

where H(w) is the Heaviside function and u(x,W ) = +[(2/m)(W − qφ(x))]1/2 is the

(positive) velocity at x for the phase space orbit corresponding to the energy level W .

The notation 〈A〉x = (1/λ)
∫ λ/2

−λ/2
dxA(x) stands for the average along x of quantity A.

2. Adiabatic: One assumes the wave to be driven up sufficiently slowly such that one

may invoke the adiabatic invariant
∫
dx v, where the integral is carried out over one

bounce period for trapped particles and one wavelength for passing particles. Further
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making use again of the invariance of the distribution along the particle trajectory,

one obtains:
∑

σ=±1

f(W,σ) =
∑

σ=±1

f0(σū), (10)

with ū(W ) = 〈u(x,W )H(W − qφ)〉x.

−0.5 0 0.5
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δ v 

FIG. 1: (color online) Distribution in resonant region seen from the wave frame. Phase space

trajectories corresponding to two neighboring energy levels W and W + δW are shown in the

trapped (red) as well as in the forward (σ = sgn(v) > 0) and backward (σ < 0) passing regions

(green). Corresponding small phase space volumes (dashed), which undergo filamentation over

time in the sudden case, are also pointed out. The separatrix (black), given by ±u(x,W = |q|φ0),

delimits the trapping from the passing regions.

The wave amplitude is assumed sufficiently small such that the bulk still responds linearly,

the only non-linear effect resulting from the resonant particles. The non-linear deviation

∆fNL is thus essentially non-zero in the resonant region. For computing ∆fNL one thus

evaluates the distributions (3), (9), and (10) by Taylor-expanding f0 to second order around

v = 0:

f0(v) = f0(0) +
df0(0)

dv
v +

1

2

d2f0(0)

dv2
v2 + . . . . (11)
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Together with the assumption of a sinusoidal wave, written as φ = φ0 cos(kx) in the wave

frame, the so-obtained relations for ∆fNL (for both the sudden and the adiabatic case) are

then inserted into Eq. (7), which leads to:

∆ǫNL = α
ω2

p

k2
∆vtr

d2(f0/N)

dv2

∣
∣
∣
∣
vφ

, (12)

where ∆vtr = 2(|q|φ0/m)1/2 is the trapping width for each species. In Eq. (12), the equilib-

rium distribution f0 has again been written in the lab frame and for a Maxwellian distribu-

tion:
d2(f0/N)

dv2
=

1√
2π

1

v3
th

[
(v/vth)

2 − 1
]
exp

[

−1

2
(v/vth)

2

]

. (13)

The coefficient α in Eq. (12) can be expressed in terms of F (κ2) =
∫ π/2

0
dθ/(1−κ2 sin2 θ)1/2

and E(κ2) =
∫ π/2

0
dθ(1− κ2 sin2 θ)1/2, i.e. the complete elliptic integrals of first and second

kind respectively with argument κ2 = 2|q|φ0/(W+|q|φ0) being a normalized energy variable,

providing the following relations for both the “sudden” and the “adiabatic” cases:

1. Sudden wave generation:

α =
8

π

∫ 1

0

dκ







1

κ6F

[
2(F − E)− κ2F

]2

︸ ︷︷ ︸

resonant passing

+
κ

F
(F − 2E)2

︸ ︷︷ ︸

trapped







= 0.117 + 0.705 = 0.823, (14)

2. Adiabatic wave generation:

α =
16

π

∫ 1

0

dκ







1

κ4

[(
1

κ2
− 1

2

)

− 4

π2κ2
E2

]
[
2(F − E)− κ2F

]

︸ ︷︷ ︸

resonant passing

+ κ

[

(κ2 − 1

2
)− 4

π2

(
(κ2 − 1)F + E

)2
]

(F − 2E)

︸ ︷︷ ︸

trapped







= 0.052 + 0.493 = 0.544. (15)

The above values have been obtained by numerical integration and make explicit the separate

contributions from resonant passing and trapped particles. Note, the non-linear kinetic
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frequency shifts do not result from trapped particles alone, as resonant passing particles,

i.e. with velocity close to vφ, contribute as well. The contributions from trapped particles

dominate however over the ones from resonant passing in the proportions 86%/14% for the

sudden case, and 90%/10% for the adiabatic case. Note also that the total shift for the

sudden case is larger by ∼ 50% compared to the adiabatic scenario.

Combining Eqs. (8) and (12) finally leads to the effective analytic relation for the fre-

quency shift:

δωNL ≃ −
[
∂ǫL(ωL)

∂ω

]−1 ∑

species

α
ω2

p

k2
∆vtr

d2(f0/N)

dv2

∣
∣
∣
∣
vφ

. (16)

One can deduce from this relation, that the sign of the contribution to the frequency shift

from each species depends on both the sign of ∂ǫL/∂ω (independent of species) at the

frequency ωL of the wave, as well as on the curvature of the particle’s initial distribution f0

at the phase velocity vφ. Let us point out that it is essential to fix the sign of ωL to clearly

specify the sign of the frequency shifts. The frequency ωL is thus chosen to be positive.

With this convention, ∂ǫL/∂ω is in fact positive for both EPWs and IAWs, as will be shown

by Eqs. (18) and (23). The sign of the frequency shift contribution from each species

is therefore opposite to the sign of d2(f0/N)/dv2|vφ
, which for a Maxwellian distribution,

according to Eq. (13), is thus positive if |vφ| < vth and negative if |vφ| > vth.

In the following, as a reminder, we shall first apply Eq. (16) to the case of an electron

plasma wave before applying this relation to the case of an ion acoustic wave.

A. Non-Linear Frequency Shifts for EPWs

In this case, due to the high frequency of the EPWs, and the small electron to ion

mass ratio, only electron dynamics need to be considered. Including lowest order thermal

corrections, the dielectric function is given by

ǫL(k, ω) = 1−
ω2

pe

ω2
− 3

ω2
pe

ω2

(
kvth,e

ω

)2

,

Solving the dispersion relation ǫL(k, ωL) = 0, one then obtains the Bohm-Gross relation for

the linear frequency, valid for kλDe ≪ 1:

ω2
L = ω2

pe + 3(kvth,e)
2. (17)
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FIG. 2: (color online) a) Electrons in an EPW or ions in an IAW: trapping in tail of distribution.

b) Electrons in an IAW: trapping in bulk of distribution.

For estimating ∂ǫL(ωL)/∂ω one neglects thermal effects, so that the dielectric function is

approximated by ǫL ≃ 1− ω2
pe/ω

2, thus providing ωL ≃ ωpe and

∂ǫL(ωL)

∂ω
≃ 2/ωpe. (18)

Invoking Poisson’s equation, one can also express the trapping width in terms of the

electron density perturbation amplitude δNe:

∆vtr

vth,e
= 2

(
eφ

Te

)1/2

=
2

kλDe

(
δNe

Ne

)1/2

,

where λDe = vth,e/ωpe is the electron Debye length. From Eqs. (13) and (16), the non-linear

frequency shift due to resonant electrons in an EPW then becomes:

δωNL

ωpe
= − αe

(kλDe)3

(
δNe

Ne

)1/2
1√
2π

(v2 − 1) exp(−v
2

2
)

∣
∣
∣
∣
v=vφ/vth,e

, (19)

where the more accurate relation (17) for ωL is used for estimating the argument v = vφ/vth,i

appearing in the exponential:

vφ

vth,e
=

ω

kvth,e
=

[
1

(kλDe)2
+ 3

]1/2

.

The parameter αe takes on one of the two values given by relations (14) and (15) depending

on how the EPW was generated. Note that in this case δωNL is negative as vφ/vth,e ≃
1/(kλDe) ≫ 1. A cartoon pointing out the trapping around vφ of electrons in an EPW in

the tail of the distribution is shown in Fig. 2.a.
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In addition to this negative kinetic shift, a positive shift of the EPW frequency result-

ing from non-linear wave harmonic generation has been obtained in the frame of a fluid

representation:[44]
δωharm

ωpe
=

1

4
√

1 + 3k̃2

(

15k̃6 + 48k̃8
)

φ̃2, (20)

where k̃ = kλDe and φ̃ = eφ/Te. As will be shown in Sec. IVA, for the parameters considered

for EPWs in this paper, the kinetic shift, scaling as
√
φ, dominates the fluid harmonic shift,

scaling as φ2.

B. Non-Linear Frequency Shifts for IAWs

As will be shown in Sec. IVB, for all considered wave amplitudes, the dominant contribu-

tion to the frequency shift of IAWs comes from the interaction with resonant electrons and

ions. For eφ/Te & .03, the IAWs nonetheless develop significant 2nd harmonic content that

causes an additional frequency shift derivable from the isothermal, cold-ion fluid equations,

which is the subject of Sec. II B 2. First, the larger kinetic shifts are discussed.

1. IAW Frequency Shift from Resonant Electron and Ion Wave Interaction

Here, both electron and ion dynamics contribute. For a first estimation, one approximates

the dielectric function in the case of IAWs by

ǫL ≃ 1 +
1

(kλDe)2
−
ω2

pi

ω2
− 3

ω2
pi

ω2

(
kvth,i

ω

)2

, (21)

i.e. including adiabatic electron response and lowest order thermal corrections for ions.

Solving the corresponding linear dispersion relation ǫL(ωL) = 0 provides the linear frequency

ωL = |k| cs
[

1

1 + (kλDe)2
+ 3

Ti

Z Te

]1/2

, (22)

where cs = (ZTe/mi)
1/2 is the sound speed and Z the ionization degree of ions. Neglecting

finite kλDe (charge separation) and Ti/ZTe effects, so that ωL ≃ |k| cs, one also estimates

∂ǫL(ωL)

∂ω
≃

2ω2
pi

(|k|cs)3
. (23)
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Based on the linearized adiabatic response of the bulk electrons, δNe/Ne = eφ/Te, one can

compute the trapping widths for both electrons and ions:

∆vtr ,e

vth,e
= 2

(
eφ

Te

)1/2

= 2

(
δNe

Ne

)1/2

,

∆vtr ,i

vth,i

= 2

(
qφ

Ti

)1/2

= 2

(
ZTe

Ti

)1/2 (
δNe

Ne

)1/2

.

Finally, inserting the above relations into Eq. (16) provides the following frequency shift for

IAWs:

δω

|k|cs
=

(
δNe

Ne

)1/2
1√
2π

[

αe − αi

(
ZTe

Ti

)3/2

(v2 − 1) exp(−v
2

2
)

∣
∣
∣
∣
v=vφ/vth,i

]

, (24)

where the more accurate relation (22) for ωL is used for estimating the argument v = vφ/vth,i

appearing in the exponential:

vφ

vth,i
=

ω

kvth,i
=

[
Z Te/Ti

1 + (kλDe)2
+ 3

]1/2

. (25)

The first and second terms in Eq. (24) are, respectively, the positive electron and negative

ion contributions to the frequency shift. The parameters αe and αi again take on one of

the values (not necessarily the same) of relations (14) or (15), depending on how the wave

was generated. In the case of IAWs, Fig. 2.a illustrates the trapping of ions in the tail of

their distribution as the phase velocity is typically such that |vφ| ≫ vth,i, resulting from the

assumption ZTe/Ti ≫ 1, while Fig. 2.b sketches the trapping of electrons in the bulk of

their distribution as |vφ| ≪ vth,e, resulting from Zme/mi ≪ 1.

From Eq. (24), one can estimate the ratio of the ion to electron contributions to the

non-linear frequency shift, assuming here αe = αi:

∣
∣
∣
∣

δωi

δωe

∣
∣
∣
∣
=

(
ZTe

Ti

)3/2

(v2 − 1) exp(−v
2

2
)|

v=vφ/vth,i
, (26)

with v = vφ/vth,i given by Eq. (25). Relation (26) is plotted in Fig. 3 as a function of

ZTe/Ti. The weaker dependence on kλDe is shown by plotting curves for different physically

relevant values of this parameter (0 < kλDe < 0.5). Notice that for high values of ZTe/Ti,

the frequency shift is dominated by the positive electron contribution (|δωi| < |δωe|), while

for lower values the negative ion contribution can become competitive or even dominant

(|δωi| > |δωe|). One expects that the two contributions cancel each other out near ZTe/Ti ≃
10. Let us emphasize that the ratio |δωi/δωe| plotted in Fig. 3 is based on the solution
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FIG. 3: (color online) Estimate for ratio of ion to electron frequency shift contributions for an

IAW. Assuming αe = αi.

to the dispersion relation ǫL = 0 considering the approximate form (21) of the dielectric

function ǫL, which is only valid in the limit ZTe/Ti ≫ 1. The ratios shown in Fig. 3 for

ZTe/Ti . 6 are therefore to be considered as rough estimates only. More accurate values

may be obtained using a numerical solution to the dispersion relation with ǫL given by the

exact form (5), i.e. accounting for the complete kinetic response of electrons and ions.

2. IAW Frequency Shift from Harmonic Generation

Here, the frequency shift of an IAW resulting from harmonic generation is derived from

the isothermal cold ion fluid equations,

∂n

∂t
+
∂nv

∂x
= 0, (27)

∂v

∂t
+ v

∂v

∂x
= −∂φ

∂x
, (28)

−∂
2φ

∂x2
+ exp φ = n, (29)

where density n has been normalized to a uniform background density n0, the electrostatic

potential φ to Te/e, time t to the inverse of the ion plasma frequency ω−1
pi , v to the sound

speed cs =
√

ZTe/mi, and position x to the electron Debye length λDe. Following Pesme et

al.,[4] one expands the variables in a Fourier series:

(φ, n, v) = (φ0, n0, v0) +
1

2

∑

l 6=0

(φl, nl, vl) exp[il(k̃x− ω̃t)],
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with the reality condition (φ−l, n−l, v−l) = (φl, nl, vl)
∗ and keeping terms for l = 0,±1,±2

up to 2nd order with exp φ ≃ 1 + φ+ 1
2
φ2. Collecting terms with matching exponents in the

Fourier series, one finds from Eqs. (27)-(29) for l = 0:

1 + φ0 +
φ2

0

2
+
|φ1|2

4
+
|φ2|2

4
= n0, (30)

as well as the conditions v0 = 0 and n0 = 1. By conservation of electron number, it thus

follows from Eq. (30) that,

φ0 +
φ2

0

2
= −|φ1|2

4
− |φ2|2

4
.

The equations for l = 1 are:

−iω̃n1 + ik̃v1 + i
k̃

2
n−1v2 + i

k̃

2
n2v−1 = 0,

−iω̃v1 + i
k̃

2
v−1v2 = −ik̃φ1,

(1 + k̃2 + φ0)φ1 = n1 −
1

2
φ2φ−1,

and the corresponding equations for l = 2 are:

−2iω̃n2 + 2ik̃v2 + ik̃n1v1 = 0,

−2iω̃v2 = −2ik̃(φ2 +
1

4
v2
1),

(1 + 4k̃2 + φ0)φ2 +
1

4
φ2

1 = n2.

Defining C2
sl = l2k̃2/(1 + l2k̃2) and keeping terms only to second order in φ1, one obtains for

φ2 the relation,

φ2 = A2φφ
2
1, A2φ ≡

C2
s2

(4ω̃2 − C2
s2)

[

− ω̃2

4k̃2
+

k̃2

4ω̃2
+

1

2
(1 + k̃2)

]

. (31)

Retaining harmonic corrections to the linear dispersion relation again up to second order in

φ1 (here equivalent to φ0 ≃ −|φ1|2/4), the following nonlinear equation for the amplitude of

φ1 is obtained:

(ω̃2 − C2
s1)φ1 =

(
A2φCA2φ

+ C2

)
|φ1|2φ1, (32)

where

CA2φ
≡ C2

s1

2

[

− ω̃
2

k̃2
+ 2

k̃2

ω̃2
+ (1 + k̃2)

]

,

C2 ≡
C2

s1

8

[

2
k̃4

ω̃4
+ 3(1 + k̃2)

k̃2

ω̃2

]

+
ω̃2

4(1 + k̃2)
.
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Let ω̃harm = ω̃ + δω̃harm and ω̃2 − C2
s1 = 0, where ω̃harm is the effective fundamental IAW

frequency after accounting for harmonic effects. One finds that the frequency shift of the

first harmonic due to the inclusion of second harmonic terms is given to second order in φ1

by,

δω̃harm

ω̃
=

1

2

∆

ω̃2
|φ1|2, ∆ ≡ A2φCA2φ

+ C2. (33)

Using the dispersion relation ω̃2 ≃ k̃2/(1 + k̃2), one obtains the final result:

δω̃harm

ω̃
=

1

48k̃2(1 + k̃2)

(

4 + 45k̃2 + 93k̃4 + 81k̃6 + 24k̃8
)

|φ1|2. (34)

Note that the contribution of φ2 decreases with increasing kλDe as the second harmonic

becomes less resonant since 4ω̃2−C2
s2 = 4C2

s1−C2
s2 increases strongly with kλDe. Note that

Eq. (34) can also be derived using the same type of derivation as considered by Winjum

[44] to obtain the fluid non-linear frequency shift (20) for EPWs.

III. VLASOV SIMULATION MODEL, NUMERICAL IMPLEMENTATION, AND

ANALYSIS METHODS

The theoretical estimates for the non-linear frequency shifts presented in Sec. II have

been compared against simulation results obtained using the SAPRISTI code[52], origi-

nally developed to study Stimulated Raman Scattering (SRS) in laser plasma interaction

conditions[22]. This code has been more recently generalized to include multi-species, and

can now also be run on a parallel platform that makes possible simulation of large systems

and/or multiple time scales that are encountered when considering both electron and ion

dynamics.

A. Simulation Model

For the results presented in this paper, one considers a one-dimensional, periodic system

along x. The system length L is typically chosen one wavelength long: L = 2π/k, where

k is the wavenumber of interest. The non-linear, kinetic dynamics in the presence of an

electrostatic wave (EPW or IAW) propagating parallel to x is characterized by the evolution

of the distribution f(x, v, t) for each considered species (electrons and/or ions), where v is
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the velocity along x. This evolution is described by the Vlasov equation:

D

Dt
f(x, v, t)

.
=

[
∂

∂t
+ v

∂

∂x
+

q

m
Ees

∂

∂v

]

f = 0, (35)

where D/Dt stands for the total time derivative along the non-linear trajectories in phase

space (x, v), while Ees = Eint
es + Eext

es represents the total (longitudinal) electrostatic field,

the superposition of the self-consistent, internal component Eint
es (x, t) related to the plasma

wave and of an external component Eext
es (x, t) acting as a driver.

For the initial distribution f(x, v, t = 0), one typically considers the following functional

form for each species:

f(x, v, t = 0) =

[

1 +
δN

N
cos(kx)

]

f0(v), (36)

where δN/N represents the relative amplitude of a sinusoidal, initial density perturbation

with wavenumber k. For the simulations presented in this paper, the initial velocity distri-

bution f0(v) is chosen to be Maxwellian:

f0(v) =
N√

2π vth

exp

[

−1

2

(
v

vth

)2
]

,

where N is the background density, vth =
√

T/m the thermal velocity, and T the initial

temperature.

The self-consistent field Eint
es derives from the electrostatic potential φ(x, t), which itself

is solution to Poisson’s equation:

Eint
es = −∂φ/∂x,

−∂
2φ

∂x2
=

1

ǫ0

∑

species

q n(x, t), (37)

where the total density field n of each species is computed from its distribution:

n(x, t) =

∫ +∞

−∞

dvf(x, v, t).

Initial distributions of the form (36) with non-zero δN give rise to stationary waves.

Alternatively, starting with δN = 0, the external field Eext
es provides a practical way to drive

the system and generate propagating waves. This field emulates the ponderomotive drive

arising from the beating of the incident and scattered light in SRS or SBS. To generate a

given propagating wave, one thus considers

Eext
es (x, t) = Eext

0 (t) cos(kx− ωextt), (38)
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where k is the wavenumber of the wave one intends to drive and ωext is chosen in the vicinity

of the corresponding estimated linear frequency ωL. The external drive can be individually

turned on or off for the different species. Furthermore, the driver amplitude Eext
0 (t) is usually

smoothly ramped up over an initial time interval tramp from essentially zero to a value Eext
0 ,

where it is kept constant until a time tstop = tramp + tdrive, after which it is ramped down

to zero, again over a time interval of length tramp. Such a modulation of the external drive

allows generation of waves which are freely propagating after the time tstop + tramp. The

functional form of Eext
0 (t) is thus chosen of the form

Eext
0 (t)

Eext
0

=
1

2

{

tanh

[

R

(
2 t

tramp
− 1

)]

− tanh

[

R

(
2 (t− tstop)

tramp
− 1

)]}

. (39)

Assuming tramp ≪ tstop, the constant R appearing within the arguments of the tanh functions

in Eq. (39) ensures a ramp up of Eext
0 (t)/Eext

0 over the time interval tramp between ǫ and

1− ǫ (resp. ramp down between 1− ǫ and ǫ), where ǫ = (1− tanhR)/2. Typically R = 4 is

chosen, providing ǫ = 3.4 · 10−4.

B. Numerical Implementation

1. The Semi-Lagrangian Method for Solving the Vlasov Equation

The Vlasov equation for the longitudinal dynamics is solved numerically by applying the

semi-Lagrangian advection scheme. This method was first considered for evolving the Vlasov

equation by Cheng and Knorr [53] and since has been widely applied to low-dimensional ki-

netic plasma simulations [54–58]. In the SAPRISTI code, this algorithm evolves the particle

distribution f(x, v, t) in the longitudinal phase space on a fixed Cartesian mesh, (xi, vj),

i = 0, . . . , I, j = 0, . . . , J , i.e. makes use of an Eulerian description, and thus avoids the

numerical noise affecting particle in cell (PIC) -type approaches, as considered for example

in references [1, 5, 9, 20, 27, 45]. Such an Eulerian scheme thus provides very “clean” simu-

lations, which are straightforward to diagnose. The absence of numerical fluctuations is of

particular interest for accurate resolution of the sparsely populated tails when the particle

resonantly interacts with a small amplitude wave whose the phase velocity vφ is significantly

larger than the thermal velocity vth of a given species (|vφ| ≫ vth).

The basic idea of the semi-Lagrangian scheme is to invoke the invariance of the distri-

bution along the particle trajectories as described by the Vlasov equation (35). To update
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the distribution at a given phase space grid point, one thus integrates back in time along

the particle trajectory up to the previous time step and interpolates the previous state of

the distribution at the foot of this trajectory. This scheme has the advantage that it is not

subject to a so-called Courant-Friedrichs-Lewy (CFL) stability condition on the time step

∆t.

To advance the Vlasov equation over one time interval ∆t, for instance from time

tn−1/2 = (n − 1/2) ∆t to tn+1/2 = (n + 1/2) ∆t, one furthermore makes use of a time

splitting procedure, which enables separate treatment of the advection along the x and v

directions. This amounts to replacing the force field F (x, t) = (q/m)Ees in (35), by the

series of impulses:[54]

F ⋆(x, t) = F (x, t) ∆t
∑

n

δ(t− tn),

where tn = n∆t. In the following we shall respectively denote by tn− and tn+ the time just

prior and just after the impulse at t = tn.

A full time step is carried out as follows:

1. During the time interval ∆t/2 from tn−1/2 to tn−, the distribution first undergoes

free-streaming, the Vlasov equation reducing to

∂f

∂t
+ v

∂f

∂x
= 0, (40)

which corresponds to a uniform advection along x with velocity v. In Eq. (40), v thus

appears as a parameter and the evolution of the distribution from tn−1/2 to tn− can be

written

f(x, v, tn−) = f(x− v∆t/2, v, tn−1/2). (41)

This relation simply reflects the invariance of the distribution along the particle tra-

jectory, in this case a uniform motion along x with velocity v.

2. At time tn, the system undergoes the impulse from F , so that the Vlasov equation

reduces to
∂f

∂t
+ F (x, tn) ∆t δ(t− tn)

∂f

∂v
= 0, (42)

which now corresponds to an advection along v. Here it is x that appears as a param-

eter, and the distribution advances as

f(x, v, tn+) = f(x, v − F (x, tn)∆t, tn−). (43)
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3. From time tn+ to tn+1/2, the main system is again free-streaming, so that

f(x, v, tn+1/2) = f(x− v∆t/2, v, tn+). (44)

It can be shown [53], that the semi-Lagrangian scheme composed of steps 1 to 3 is accurate

to second order in time. This requires however that the force field F (x, tn) be second order

accurate as well. This is ensured by appropriately solving the electrostatic field equation,

as described in Secs III B 2 and IIIB 3.

Concerning the phase space discretization, the distribution is represented at a given time

by its values fij = f(xi, vj) at the fixed phase space grid points (xi, vj), so that Eqs. (41),

(43), and (44) evaluated on this grid become

f(xi, vj , tn−) = f(xi − vj∆t/2, vj , tn−1/2), (45)

f(xi, vj , tn+) = f(xi, vj − F (xi, tn)∆t, tn−), (46)

f(xi, vj , tn+1/2) = f(xi − vj∆t/2, vj , tn+). (47)

Note that the values xi − vj∆t/2 and vj − F (xi, tn)∆t do not in general coincide with any

one of the grid points {xi} or {vj} respectively. Computing the right hand sides of relations

(45)-(47) thus involves in turn one-dimensional interpolations along the x-direction, the v-

direction, and again the x-direction. Such interpolations can be carried out with limited

numerical diffusion and dispersion by using cubic spline interpolation [55, 56]. The error

related to the cubic spline interpolation is essentially fourth order with respect to the space

discretization.

When evaluating the right hand sides of Eqs. (45)-(47), one must also address the issue

of the interpolation points (foot of trajectories) falling outside the computation domain

[x0 = 0, xI = L] × [v0, vJ ]. For Eqs. (45) and (47), related to the advections in x, this

involves invoking periodic boundary conditions. More specifically, the feet xi − vj∆t/2 of

the trajectories are in fact replaced by mod(xi−vj∆t/2,L), where mod stands for the modulo

operation.

In case of Eq. (46), dealing with the foot of the trajectory vj−F (xi, tn)∆t falling outside

the considered velocity domain [v0, vJ ] is somewhat less straightforward, as the original

Vlasov equation (35) is defined on an infinite velocity domain [−∞,+∞] and thus a priori

requires no boundary conditions to be specified in this direction. For the numerical system,

the lower and upper limits v0 and vJ of the velocity mesh are chosen so as to ensure that the
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distribution is evanescently small at these boundaries, and thus that its evolution becomes

essentially independent of the boundary conditions applied in this direction. One typically

defines −v0 ≃ vJ ≃ 10 vth. In the SAPRISTI code, both periodic and open boundaries

have in fact been implemented in the v-direction. Periodic boundaries, even though truly

unphysical along v, have the advantage of ensuring total mass conservation up to round-off

error in case of an equidistant mesh. Open boundaries are implemented as follows:

f(xi, vj; tn+) =







f(xi, v0; tn−) if vj − F (xi, tn)∆t < v0,

f(xi, vJ ; tn−) if vj − F (xi, tn)∆t > vJ ,
(48)

All translations represented by Eqs. (45)-(47) involve order I × J operations. Indeed,

considering for example Eq. (45) or (47), for each v = vj , j = 0, . . . , J , one must perform

a one-dimensional cubic spline interpolation along x at all spatial points {xi − vj∆t/2}, i =

0, . . . , I, which in turn involves order I operations, both for computing the coefficients of

the cubic spline representation (requires solving a tri-diagonal linear system of rank I) and

for its evaluation at the interpolation points. The same total I × J scaling applies for the

translation in the v direction defined by (46).

2. Sources to Poisson’s Equation

For advancing the distribution from time tn− to tn+ by carrying out the v advection (43),

the force field F (x, tn) must first be computed. This involves the self-consistent electrostatic

field Eint
es (x, tn), obtained by solving Poisson’s equation (37), which in turn requires comput-

ing the electron density n(x, tn) at time tn. When time stepping the system, n(x, tn) can at

first only be calculated from f(x, v, tn−), but, as a consequence of (43), this density would

also be equivalent to the one derived from f(x, v, tn+):

n(x, tn) =

∫ +∞

−∞

dvf(x, v, tn−)

=

∫ +∞

−∞

dvf(x, v − F (x, tn)∆t, tn−)

=

∫ +∞

−∞

dvf(x, v, tn+).
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One thus uses the following trapezoidal integration rule for estimating the density of each

species at the spatial grid points:

n(xi, tn) ≃
J∑

j=0

∆vj f(xi, vj, tn−), (49)

with ∆vj the grid interval “centered” at vj:

∆vj =







(v1 − v0)/2, if j = 0,

(vj+1 − vj−1)/2, if j = 1, . . . , J − 1,

(vJ − vJ−1)/2, if j = J.

(50)

3. Poisson Solver

Assuming an equidistant spatial grid xi = i∆x, i = 0, . . . , I, with ∆x = L/I, Eq. (37) for

the electrostatic potential φ can be discretized with a centered, second order accurate finite

difference scheme:
φi+1 + φi−1 − 2φi

∆x2
= − 1

ǫ0

∑

species

q ni, (51)

where φi = φ(xi) and ni = n(xi) is given by Eq. (49). Equation (51) defines a linear,

tridiagonal system for the {φi}i=1,...,I , which must be completed with the periodic boundary

conditions:

φi+I = φi.

The electrostatic field Ees is then computed from φ using again a centered, second order

accurate finite differencing relation:

Eint
es,i = −φi+1 − φi−1

2∆x
. (52)

Making use of the periodic boundaries, the linear system (51) for {φi} can be reduced to an

algebraic relation in Fourier space. To this end, one considers the discrete Fourier transform:

φi =
I−1∑

k=0

φ̂k exp(ı ik
2π

I
) ⇐⇒ φ̂k =

1

I

I−1∑

i=0

φi exp(−ı ik2π

I
),

where the notation ı =
√
−1 has been chosen (in this sub-section only) to distinguish the

imaginary unit from the index i used for the x-grid. In Fourier representation, the discretized
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Poisson equation (51) becomes

[
2

∆x
sin(

kπ

I
)

]2

φ̂k =
1

ǫ0

∑

species

q n̂k, (53)

and in the same representation Eq.(52) reads

Êint
es,k = − ı

∆x
sin(

k2π

I
) φ̂k. (54)

Combining Eqs. (53) and (54), one finds

Êes,k = − 1

ǫ0

(ı/∆x) sin(k2π/I)

[(2/∆x) sin(kπ/I)]2

∑

species

q n̂k.

The direct Fourier transform of the density, and the inverse transform required to obtain Eint
es

in real space, can be efficiently carried out with the fast Fourier transform (FFT) algorithm,

which requires operations of order I log(I).

C. Extracting the Frequency Shift using a Hilbert Transform Method

An accurate diagnostic for computing the frequencies of the waves is essential to obtain

good estimates of the small non-linear shifts. This was achieved by using a standard signal

processing procedure based on the Hilbert transform, which permits the extraction of the

time varying amplitude and frequency of an oscillating signal.

Let us assume that u(t) is the time varying oscillating signal, i.e. a real function of time.

For our problem of interest, this would typically be the fluctuating electrostatic potential

field associated to the wave at a given spatial reference point x = x0: u(t) = φ(x0, t). The

goal is to extract the envelope a(t) and the phase θ(t) of the signal u(t) = a(t) cos[θ(t)]. To

this end, one defines the analytic representation ua(t) of u(t) as follows:

ua(t) = lim
ǫ→0

i

π

∫

dt′
u(t′)

(t− t′) + iǫ
.

Using the relation

lim
ǫ→0

1

(t− t′) + iǫ
=

P

t− t′ − iπ δ(t− t
′),

which is to be interpreted in terms of distributions, P and δ standing respectively for the

principal value and the Dirac function, one obtains:

ua(t) = u(t) +
i

π
P

∫

dt′
u(t′)

t− t′ = u(t) + i ũ(t), (55)
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with

ũ(t) =
1

π
P

∫

dt′
u(t′)

t− t′ (56)

the so-called Hilbert transform of u(t). In the particular case of a periodic function u(t)

with period τ , making use of the partial fraction expansion

π cot(πz) = lim
N→+∞

+N∑

n=−N

1

z + n
,

the Hilbert transform (56) becomes:

ũ(t) =
1

τ
P

∫ τ

0

dt′u(t′) cot

[
π(t− t′)

τ

]

.

The modulus and argument of the analytic function ua(t) = a(t) exp[iθ(t)] provides the

desired envelope and phase of u(t):

a(t) = |ua(t)|, (57)

θ(t) = arg[ua(t)]. (58)

According to (55), one indeed has u(t) = Re[ua(t)] = a(t) cos[θ(t)]. In Eq. (58), the arg

function is not restricted to the principal value in [−π, π]. Instead, this multi-valued function

is evaluated such as to ensure continuity over the π + n 2π borders. The instantaneous

frequency is then obtained from

Ω(t) =
d

dt
θ(t).

An intuitive understanding of and practical approach for computing the analytic represen-

tation ua(t) is obtained by transforming this function to Fourier space. If û(ω) is the Fourier

transform of u(t):

u(t) =

∫

dω û(ω) exp(iωt) ←→ û(ω) =
1

2π

∫

dt u(t) exp(−iωt) (59)

one can show, starting from Eq. (56), that the Fourier transform ˆ̃u(ω) of the Hilbert

transform ũ(t) of u(t) is given by

ˆ̃u(ω) = −i sgn(ω)û(ω), (60)

where sgn is the signum function. The Hilbert transform on a function thus has the effect

of shifting the Fourier components by ±π/2, and in particular transforms a cos into a sin
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function and a sin function into − cos. One therefore clearly understands from (55) how

ua gives a complex phaser representation of u(t), providing the desired envelope and phase

according to Eqs. (57)-(58).

From Eqs. (55) and (60), the Fourier transform ûa(ω) of ua(t) is given by

ûa(ω) = û(ω) + ˆ̃u(ω) = [1 + sgn(ω)]û(ω) = 2H(ω) û(ω), (61)

whereH is again the Heaviside function. This last relation determines in principal a practical

approach for computing the analytic representation ua(t): Take the Fourier transform of u(t),

remove the negative frequency spectrum according to (61), and finally apply the inverse

Fourier transform to obtain ua(t). This procedure is indeed appropriate for a function u(t)

having a finite support or in the case of a periodic function. In the latter case, instead of the

Fourier transform (59), one would consider the Fourier series of u(t) with coefficients ûm:

u(t) =
+∞∑

m=−∞

ûm exp [im(2π/τ) t] ←→ ûm =
1

τ

∫ τ

0

dt u(t) exp [−im(2π/τ) t]

and relations (60) and (61) become

ˆ̃um = −i sgn ûm, and ûa,m = 2H(m) ûm, (62)

where the signum and Heaviside function of the integer argument m are defined as sgn(m) =

−1, 0, 1, for m < 0, m = 0, m > 0, respectively, and H(m) = [1 + sgn(m)]/2.

In practice, the signal u(t) obtained from the simulation is only known at a sampling set

of N equidistant time steps tn: un = u(tn), n = 0, . . . , N − 1. In this case, the Fourier series

is replaced by the discrete Fourier transform (DFT), given by

un =
N−1∑

m=0

ûm exp(i nm2π/N) ←→ ûm =
1

N

N−1∑

n=0

un exp(−i nm2π/N),

which provides the N Fourier coefficients ûm, m = 0, . . . , N−1. The now discretized Hilbert

transform (DHT) ũn and analytic representation ua,n of the data sampling un are defined

so that the relations (62) between the corresponding discretized Fourier coefficients ûm, ˆ̃um,

and ûa,m still hold. The signum and Heaviside functions need however to be appropriately
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defined to account for the N -periodicity:

for N even: sgn(m) =







0, m = 0, N/2

1, m = 1, . . . , N/2− 1

−1, m = N/2 + 1, . . . , N−1

,

for N odd: sgn(m) =







0, m = 0

1, m = 1, . . . , (N−1)/2

−1, m = (N−1)/2 + 1, . . . , N−1

,

the Heaviside function being still given by H(m) = [1 + sgn(m)]/2. One can show that in

real space the DHT then corresponds to a convolution relation of the form

ũn =

N−1∑

n′=0

hn−n′un′,

where this last relation makes use of the N -periodicity of the samples, with the kernel hn of

the transform such that h0 = 0 and for n = 1, . . . , N − 1:

hn =







1−(−1)n

N
cot(πn/N), for N even,

1
N

cos(πn/N)−(−1)n

sin(πn/N)
, for N odd.

Furthermore, the sampled signal is usually not exactly periodic. This issue is addressed

as follows: The time sampling interval [t0, tN ] is chosen such that the boundaries t0 and

tN correspond to two local maxima of the oscillating signal un. Within this interval, all

other local maxima are identified. Using an interpolation scheme (e.g. cubic spline) through

these maxima, a first estimate of the signal’s envelope An at the sampling points tn, n =

0, . . . , N − 1 is obtained. One then considers the normalized sample Un = un/An, which

by construction is now periodic. Taking its discretized Fourier transform, applying relation

(62) and performing the inverse Fourier transform, one can conveniently obtain the complex

sampling Ua,n of the corresponding analytic representation. By denormalizing, one finally

obtains the analytic representation ua,n = AnUa,n of the original signal un. The sampled

envelope an and phase θn are then simply obtained according to relations (57) and (58):

an = |ua,n|, (63)

θn = arg(ua,n). (64)
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In practice, an estimate of the average frequency over a time interval [t1, t2] is obtained by

taking the slope of a linear regression fit through the data points (tn, θn) falling within this

time interval.

Illustrations of this phase and envelope extraction based on the Hilbert transform are

shown in Figs. 5 and 8. Figure 5 presents the amplitude evolution, obtained using relation

(63), of a standing EPW with finite initial value from which the damping rate is extracted,

both in the initial and later evolution phase, using an exponential fit. A linear fit to the

phase evolution (not shown), obtained using relation (64) provides the real frequencies as

well. This frequency extraction is however clearly illustrated in the case of a driven IAW

in Fig. 8. A measure of error in the frequency obtained is provided by computing the

result when different time intervals are chosen. In the example in Fig. 8, the frequency

shifts obtained with five different time intervals varying from 1 to 4 ·104ω−1
pe differed by less

than 3% from the average. A similar result was found for ZTe/Ti = 30 for a similar wave

amplitude. For the smallest wave amplitudes shown in Fig. 11, the estimated error in the

frequency shift was up to 8%.

IV. VLASOV SIMULATION RESULTS

In this section, for both EPWs (Sec. IVA) and IAWs (Sec. IVB), the frequencies of

the non-linear BGK-like waves obtained by the Vlasov simulations are compared to the

theoretical estimates presented in Sec. II. The frequencies of the finite amplitude, steady

state waves are computed with the methods described in Sec. IIIC. A more detailed analysis

is presented subsequently by comparing the fraction of trapped ions and electrons in an IAW

to theory (Sec. IVC) for both adiabatic or sudden wave generation. As will be shown in

Sec. IVC, for lower wave amplitudes such that the trapping width ∆vtr/vth = 2(|q|φ0/T )1/2

for a given species is small, the corresponding fraction of trapped particles is essentially the

same for sudden and adiabatic generation and thus does not discriminate between these two

scenarios. Only for larger relative trapping widths does this trapped fraction depend on

the type of wave generation. In Sec. IVD, an even more detailed analysis of the particle

dynamics is therefore carried out by studying the actual particle distributions from the

simulations and comparing them to the theoretical predictions. Examples of electron and

ion distributions for IAWs illustrate in detail the energy dependence of the trapped and
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resonant passing particles from the simulations in steady state along with the theoretical

distributions for sudden and adiabatic generation. These examples of energy distributions in

particular show that the electrons in a driven IAW are very well represented by an adiabatic

distribution.

In Sec. IVB, by considering three values of the effective ratio ZTe/Ti, the non-linear

frequency shift of IAWs are estimated for different wave amplitudes and compared to theory.

For lower amplitudes, eφ0/Te . 0.03, the agreement with the theory for frequency shifts

resulting from particle trapping is quite good. For larger amplitudes, eφ0/Te & 0.03, the

shifts are systematically more positive. This coincides with the development of significant

harmonic content in the wave. As a result, the fraction of trapped ions and electrons

also diverges at these higher amplitudes from the theoretical predictions which assume a

sinusoidal wave. However, when the actual waveform of the electrostatic potential from

the simulation is used, the theoretical value for trapped fraction, adiabatic or sudden as

appropriate, is altered and agrees very well with the simulation results. In the examples of

distribution functions, the effect of non-sinusoidal waveforms on the energy dependence of

trapped and resonant passing particles supports in detail the frequency shift analysis. The

fluid-like non-linear frequency shift from ion acoustic wave harmonics (∝ |φ|2) is positive

and of the correct magnitude to explain the difference between the simulation results and

the kinetic theory, neglecting harmonics.

A. Non-Linear Frequency Shifts of EPWs

In Fig. 4, the non-linear frequency shift of an electron plasma wave with kλDe = 1/3 is

displayed as a function of the field amplitude, eφ0/Te. Three estimates are in fact shown:

1) The approximate analytic solution given by Eq. (19), with the phase velocity computed

using the Bohm-Gross dispersion relation (17), 2) the numerical solution to Eq. (6), i.e.

computing the complex root of the complex non-linear dispersion, ǫNL(k, ωNL;φ0) = 0, and 3)

numerically computing the real root of the real non-linear dispersion, ℜ[ǫNL(k, ωNL,r;φ0)] = 0.

Note that even in the limit eφ0/Te → 0 the real frequencies obtained from these three

procedures differ especially as kλDe increases.

For kλDe = 1/3 considered here, the zero-amplitude, numerically-obtained real part of

the complex root provides ℜ(ωL) = 1.200ωpe, while the real solution considering only the
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real part of the dispersion relation gives a slightly smaller value ωL,r = 1.194ωpe. The

Bohm-Gross frequency, ωBG = 1.155ωpe, obtained from Eq. (17) provides the smallest

value. For larger kλDe, the difference between these roots further increases. In Fig. 4,

the difference between the frequency for finite amplitude and the corresponding frequency

for zero amplitude (the actual frequency shift) is therefore plotted for all three considered

estimates, so that all curves start at the origin. Compared to either numerical solution,

the approximate analytic solution overestimates the frequency shift. The origin for these

differences can be traced back to the exponential term in Eq. (19), whose value is very

sensitive to the magnitude of ω/kvthe. The larger the linear frequency, the smaller this term

becomes.

In light of the previous discussion, it is thus not obvious with respect to which reference

value the frequency shifts from the simulation results are to be computed. One can argue

that these shifts should be estimated with respect to the real frequency for which the real

part of the non-linear dispersion is zero (ℜ[ǫNL(k, ωNL,r;φ0)] = 0), as the waves studied

in the simulations have essentially constant amplitude (quasi BGK-like), albeit with some

noticeable modulation on the scale of the trapping frequency. However, in the initial state

for which the electron distribution is a Maxwell-Boltzmann in velocity, the wave is damped

and responds resonantly at the frequency corresponding to the linear solution of the complex

dispersion relation. Lindberg et al. [12] address this issue directly and argue that, in the limit

of vanishing amplitude, the Vlasov dispersion relation [59] with no damping is the natural

choice. In fact, none of these frequencies proved to be appropriate in all cases. It was found

that the best procedure is to first identify a fit of the form ωfit
NL(φ0) = ωfit

NL(0) + C φ
1/2
0 to

the frequencies ωsim
NL (φ0) of the non-linear modes from the simulations obtained for different

finite amplitudes φ0, where ωfit
NL(0) and C are fitting coefficients determined through a

least mean square approach. Note the fit was determined by using only the low-amplitude

portion of simulation’s nonlinear frequencies which scale well with φ
1/2
0 . The frequency shift

for the simulation results at any finite amplitude φ0 is then determined as δωsim
NL (φ0) =

ωsim
NL (φ0)− ωfit

NL(0). Let us point out that this approach for determining the frequency shift

for the simulation results was applied to IAWs as well.

As discussed in Sec IIIA, the EPW is either initialized as a sinusoidal spatial modulation

of the density or is driven by an external, sinusoidal traveling-wave ponderomotive poten-

tial. In the former case, the system responds by launching two waves with same amplitude
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FIG. 4: (color online) Three estimates of the non-linear frequency shifts of an EPW with kλD = 1/3:

1) the approximate analytic solution given by Eq. (19), 2) shift based on the real part of the

numerically computed root of the complex non-linear dispersion ǫNL(k, ωNL;φ0) = 0, and 3) shift

based on the numerically computed real root of the real non-linear dispersion ℜ[ǫNL(k, ωNL,r;φ0)] =

0.

traveling in opposite directions, resulting in a standing wave. The non-linear resonant elec-

tron regions for the forward and backward propagating waves, of width ∼ ∆vtr,e around the

phase velocities ±vφ, are well separated in velocity as |vφ| > vth,e > ∆vtr,e, and these two

waves can thus be assumed to evolve independently of each other, i. e. the superposition

principle applies as for the linear case. Initially, the waves decay in time at the Landau

damping rate as shown in Fig. 5. Two examples are shown: one of a moderately damped

EPW with kλDe = 0.3 and the other a strongly damped EPW with kλDe = 0.425. The mea-

sured frequency and damping rate at early times when the wave is decaying in amplitude,

ω/ωpe = 1.164− 0.01580i, resp. ω/ωpe = 1.304− 0.08835i, is nearly equal to the frequency

and damping rate found from the (least damped) solution to the complex dispersion rela-

tion for φ0 = 0, i.e. ωL/ωpe = 1.160 − 0.01262i, resp. ωL/ωpe = 1.318 − 0.08526i. Other

eigenmodes at different frequencies will be launched by this initial perturbation as well, but

will damp away more quickly, i.e. within a short initial transient time interval, so that only

the damping rate of the least damped oscillation is effectively measured with this technique.

If the initial amplitude is large enough, some of the resonant electrons become trapped

and, after half a bounce time, give their energy back to the wave, whose amplitude increases

again as a result. Still half a bounce time later, the oscillation motion of trapped particles in
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FIG. 5: (color online) Time evolution of the electrostatic field amplitude Ees for a standing EPW

when the charge density is initialized to an amplitude and wavenumber of (a) (δN/N = 5.0 ·

10−2, kλD = 0.3), and (b) (δN/N = 5.0 ·10−2, kλD = 0.425) respectively. In both cases, a fit to the

early time behavior provides a damping rate and frequency in close agreement with the solution

to the complex linear dispersion relation. A fit to the time history after the initial decay provides

however a reduced frequency as well as an essentially undamped wave.

the electrostatic potential well of the wave is completed, and the wave again looses energy to

these particles, so that its amplitude again decreases. This results in a periodic modulation

of the wave amplitude at an effective bounce frequency. The amplitude of this modulation

however decreases over time as a result of filamentation of the distribution of particles in the

trapping region, itself due to different bounce periods between deeply and barely trapped

particles [41]. After a certain number of bounce times, a quasi-steady, BGK-like state is thus

established. According to the theory summarized in Sec. II, this non-linear wave acquires a

frequency shift, which, for the initial value cases considered here, may be estimated assuming

the ’sudden’ limit for the wave generation. This non-linear trapping phenomena is clearly

illustrated by the case kλDe = 0.3 shown in Fig. 5, for which the amplitude oscillations at the

bounce frequency are nearly periodic. In the kλDe = 0.425 case, the non-linear oscillations

are clearly visible as well, but are however less regular. This results from the fact that for

larger values of kλDe, the phase velocity vφ is lower and for same amplitude of the wave the

trapping region digs deeper into the bulk of the distribution, resulting in a larger fraction

of trapped particles, and thus in a potentially more irregular non-linear evolution.

In the driven case, the external field Eext
es (x, t), defined in Eq. (38), is given a frequency

and wavelength that satisfy the linear complex dispersion relation for EPWs. If the time
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interval tdrive over which the external drive is maintained is such that tdrive ≫ 1/ωbe ≫ 1/ωpe,

a non-linear wave with essentially steady amplitude is obtained. Varying tdrive, propagating

waves with different amplitudes φ0 may be generated in this way. Furthermore, if the EPW

is driven sufficiently slowly so that |∂ lnφ0/∂t| ≪ ωbe, where φ0 is the self-consistent wave

potential amplitude and ωbe ∼ φ
1/2
0 is the instantaneous bounce frequency of the resonant

electrons, one expects to verify the conditions for an adiabatic generation of the wave. Note

that at the beginning of such a driven simulation, there is inevitably a (short) time interval

during which φ0 ∼ 0 and the above inequality cannot be satisfied.

1. EPW. Intermediate wavenumber kλDe = 1/3

The dependence of the frequency shift of EPWs on wave amplitude was systematically

studied by carrying out a series of simulations in which either an initial sinusoidal density

perturbation or an external propagating driver potential were chosen to generate a self-

consistent standing, respectively propagating, wave. Here one considers in detail the non-

linear evolution of EPWs for kλDe = 1/3, for which the linear, complex dispersion relation,

ǫL(ωL) = 0, provides the solution ωL/ωpe = 1.200−2.587 ·10−2i, ℜ[∂ǫL(ωL)/∂ω] = 2.472/ωpe

and the phase velocity vφ = 3.6 vth,e. The real frequency that satisfies ℜ[ǫL(ωL,r)] = 0,

i.e. ωL,r/ωpe = 1.194, as well as ∂ ℜ[ǫL(ωL,r)]/∂ωr are nearly the same as the values from

the complex root. The Bohm-Gross frequency, used in the analytic estimate for the fre-

quency shift [see Eq. (19)], is however smaller, i.e. ωBG = 1.154ωpe and the approxi-

mation ∂ǫBG(ωBG)/∂ω ≃ 2/ωpe is considered in this case. As described above, a fit of

the form ωfit
NL(φ0) = ωfit

NL(0) + C φ
1/2
0 to the data for the non-linear frequency as a func-

tion of the square root of the amplitude φ0 was taken for both the initial value and the

driven runs. Extrapolating these fits to φ0 = 0, one finds the frequency ωfit
NL(0), which for

both cases provided 1.198ωpe. The frequency shifts for the simulation results, estimated

by δωsim
NL = ωsim

NL − ωfit
NL(0), as a function of the self-consistent wave amplitude are plotted

in Fig. 6. The sudden and adiabatic theory curves for the non-linear frequency shift δωNL

are also shown for comparison. For these theoretical curves, the phase velocity used in

evaluating the analytic formula (19) is estimated with ωL,r, not the Bohm-Gross frequency

ωBG. In addition, the correct value of ∂ ℜ[ǫL(ωL,r)]/∂ωr, not 2/ωpe, is used in this derivation

of δωNL. The frequency shifts from the analytic theory for the adiabatic (resp. sudden)
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FIG. 6: (color online) EPW case with kλDe = 1/3. Frequency shifts as a function of
√

2eφ0/Te

measured from simulations. Both initial value (blue circles) and driven waves (red triangles) results

are shown and compared to theoretical estimates given by Eq. (19) in the sudden (blue full line)

and adiabatic (red dashed line) wave generation limit.

approximation match quite well the shifts from the simulations of the waves driven by an

external potential (resp. initialized at finite amplitude). The frequency shifts for the initial-

ized wave simulations are thus systematically larger (in absolute value) than for the driven

wave simulations. In the driven case, the frequency shifts measured once a steady state wave

amplitude is achieved can nonetheless depend significantly on the drive history, which is not

ideally adiabatic in the simulations. In Fig. 6 for example, there are two shifts obtained

from two different simulations plotted for
√

2eφ/Te ∼ 0.5, corresponding to the triangular

data points labeled ’1’ and ’2’. The wave corresponding to the data point ’2’ with the larger

shift was initially driven to a larger amplitude than the wave relative to the data point ’1’,

but then finally relaxed to a similar amplitude. We found that the distributions achieved

in these simulations in fact lie between the sudden and adiabatic predictions in some cases,

and, thus, neither the sudden coefficient αs nor the adiabatic coefficient αad in Eq. (19) is

appropriate.

37



0 0.2 0.4 0.6 0.8 1
−0.1

−0.08

−0.06

−0.04

−0.02

0

k λ
De

 = 0.425

(2 e φ
0
 / T

e
)1/2

δω
N

L / 
ω

pe
  

 

 

sudden
initial

FIG. 7: (color online) Initial value EPW case with kλDe = 0.425. Frequency shifts as a function

of
√

φ0 measured from simulations (blue circles). Comparison with theoretical estimate (blue full

line) given by Eq. (19) in the sudden wave generation limit.

2. EPW. Larger wavenumber kλDe = 0.425

Here one considers the non-linear state of EPWs for the larger wavenumber kλDe = 0.425,

for which the linear, complex dispersion relation has the solution ωL/ωpe = 1.318−0.08526i,

giving a phase velocity vph = 3.1 vth,e. The solution to the real dispersion relation however

provides ωL,r/ωpe = 1.272 and the Bohm-Gross frequency is given by ωBG/ωpe = 1.242. The

derivative of the complex dielectric function is ℜ[∂ǫL(ωL)/∂ω] = 2.354/ωpe. From the fit

to the simulation data for the non-linear frequencies as a function of the wave amplitude

extrapolated to φ0 = 0, one finds ωfit
NL(0) = 1.312, a value intermediate between the two

numerical solutions ℜ(ωL) and ωL,r. In this case, with lower phase velocity compared to

kλDe = 1/3, a much larger number of electrons will be trapped by a wave of a given

amplitude than in the case with kλD = 1/3 and the corresponding frequency shifts are

thus larger as well. Here, only initialized waves were considered in the simulations and the

corresponding frequency shifts, δωsim
NL = ωsim

NL − ωfit
NL(0), shown in Fig. 7, follow the sudden

theory limit.
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B. Non-Linear Frequency Shifts of IAWs

Initializing a finite amplitude standing ion acoustic wave with kinetic electron dynamics

proves to be an impractical technique for launching independently propagating traveling

waves as the electron trapping regions for the left and right traveling waves overlap. Thus,

the superposition principal invoked for interpreting the standing EPWs is not valid. This

results from the fact that the widths ∆vtr,e of the electron trapping regions are in general

much larger than the wave phase velocity vφ, except for very small wave amplitudes. For an

IAW one indeed has

∆vtr,e

vφ
≃ 2

√

e φ0

Te

√
mi

Z me
∼ 1 ⇐⇒ e φ0

Te
∼ 1

4

Z me

mi
∼ 10−3,

having approximated vφ with the cold-ion sound speed cs. As with EPWs, it is however

practical to generate finite-amplitude traveling IAWs with an external driver. Note that the

ratio of the electron bounce frequency ωb,e to the IAW frequency ωa ≃ k cs is of the same

order as the ratio ∆vtr,e/vφ (ωb,e/ωa ≃ ∆vtr,e/2 vφ) and thus quickly becomes very large as

the wave grows to finite amplitude. If the amplitude of the IAW evolves on time scales of the

order or smaller than ωIAW, one expects the electrons to respond essentially adiabatically.

Let us also recall here that the effective parameters characterizing the kinetic dynam-

ics of an IAW, assuming a single ion species, are the normalized wavenumber kλDe, the

electron/ion temperature ratio ZTe/Ti, and mass ratio Zme/mi, where Z is the ionization

degree of the ions. A normalized amplitude, e.g. eφ0/Te, is naturally also essential for

characterizing non-linear, finite amplitude waves. In this section, simulation results of prop-

agating IAWs are presented. These waves are driven with an external field as given in Eq.

(38), with the frequency ωext usually chosen as the real part of the complex frequency that

satisfies the complex linear dispersion relation ǫL = 0, ǫL being given by Eq. (5) and with

the sum extending over both electron and ion species. The external field is applied only

to the electrons, thus emulating the ponderomotive drive in SBS, and is ramped up to its

full value over a time tramp ∼ 5 − 7ω−1
a , i.e. about one wave period, and then kept on

for a number of wave periods (typically 10 − 30) after which it is turned off. The electron

bounce frequency quickly becomes greater than the growth rate of the driven wave (which

is typically of the order of or smaller than ωa), so that the condition for adiabatic response

is satisfied for the electrons except for the earliest times in the evolution when the wave am-

plitude is very small. Even after the external driver is turned off, the wave amplitude may
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exhibit slow oscillations on the ion bounce frequency time scale as the wave and resonant

ion particles exchange energy. These oscillations, which ultimately damp out as the wave

reaches its BGK-like state, reflect a non-adiabatic evolution of the ion distribution.

As described in Sec. II B, the relative importance between the positive electron and

negative ion contributions to the frequency shift of an IAW is mainly determined by the

parameter Z Te/Ti. Three cases have therefore been considered: ZTe/Ti = 30, ZTe/Ti = 10,

and ZTe/Ti = 6, all with kλDe = 0.3. The electron frequency shift is expected to be much

larger than the negative ion frequency shift in the first case, while the shifts should be similar

and nearly cancel in the second case, finally, the negative ion shift should be largest in the

third case.

1. IAW case ZTe/Ti = 30

In this case, one considers a fully ionized Helium plasma (Z = 2, mi/me = 4 × 1836,

so that Z/A = 1/2, A the atomic mass number) with a temperature ratio Te/Ti = 15, in

which an IAW with wavenumber kλDe = 0.3 is driven at its linear resonant frequency ℜ(ωL),

where ωL/ωpe = 5.015 · 10−3−4.264 · 10−5i is computed numerically from the complex linear

dispersion relation. An example of a corresponding simulation is shown in Fig. 8, where the

external drive is turned on for a time tdrive = 1.5 · 104 ω−1
pe ≃ 75ω−1

a at an amplitude Eext
0 =

5×10−4 Te/(eλDe). The internal wave amplitude reaches its peak Eint
0 = 1.5×10−2 Te/(eλDe)

shortly before the drive is turned off, as can be seen in Fig. 8. The average amplitude and

frequency are measured over the time interval 3.0·104 < ωpet < 4.9·104. The slow oscillations

in the amplitude after the drive is off can be traced to the small fraction of trapped ions, with

deeply trapped bounce frequency ωb,i ≃ 1.1 ·10−3ωpe, i.e. about one fifth of the frequency of

the IAW. The electron bounce frequency ωb,e is
√

mi/(Zme) ≃ 60 times larger than the ion

bounce frequency, so that the growth rate of the wave amplitude is clearly slower than ωb,e.

The adiabatic assumption for electrons should thus be satisfied. In this example, about 15%

of the electrons are trapped in the final wave and the electron velocity distribution is flattened

in a trapping region of width 2∆vtr,e/vth,e ≃ 0.86 centered at vφ/vth,e = 1.7 · 10−2 ≃ 0, as

shown in Fig.9 at time t = 5 · 104 ω−1
pe and spatial location x/λDe = 10.5, i.e. a point near

the peak of the wave’s electrostatic potential φ(x, t) (corresponding to a minimum of the

potential well −eφ(x, t) seen by the electrons) at the end of the simulation.
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In Fig. 10, the normalized frequency shifts δωNL/(k cs) of IAWs obtained from a number

of Vlasov simulations are plotted as a function of
√

2eφ0/Te. The simulated IAWs were

driven at the frequency ℜ(ωL) with varying driver amplitudes Eext
0 and time durations tdrive

to obtain different amplitudes φ0. Exceptions are the largest amplitude cases which were

driven at a slightly upshifted frequency, thus helping to avoid the de-phasing between the

driver and the wave resulting from the non-linear frequency shift (positive in this case).

According to theory, see Eq. (24), the shift should be a linear function of
√

δN/N =
√

eφ/Te. At lower amplitudes, i.e.
√

2eφ0/Te . 0.25, the simulations agree very well with

the theoretical predictions assuming an adiabatic wave generation for electrons. The ion

contribution predicted by theory (whether sudden or adiabatic) is insignificant in this case

and the effective shift is thus dominated by the positive electron contribution. The phase

velocity used in Eq. (24) is evaluated from the complex linear frequency ωL. This phase

velocity is slightly bigger than the analytic approximation given by Eq. (25). In this case

of large Z Te/Ti, the estimate for δωNL is however unaffected as the ion contribution to the

shift is negligible. For smaller values of ZTe/Ti, this difference is significant as the next

sections will show. The theory curves are however corrected by the fact that the derivative

of the dielectric function, ℜ[∂ǫL(ωL)/∂ω], is about 10% larger than the analytical estimate

(23) used to obtain Eq. (24).

Simulations with Hydrogen ions (Z = 1, mi/me = 1836, Z/A = 1), still with the same

temperature ratio Z Te/Ti = 30 and the same wavenumber kλDe = 0.3, were carried out as

well. In this case, the linear frequency ωa/ωpe ≃ kλDe cs/vth,e ∼
√

Zme/mi is
√

2 larger than

for Helium, but the ratio vφ/vth,i ≃
√

ZTe/Ti remains basically the same (vφ/vth,i = 5.548 in

both cases) and, as expected from Eq. (24), the simulation results yield very similar values

for the normalized frequency shift δωNL/(k cs), as shown in Fig. 10. In normalized units,

the effective mass ratio Z me/mi thus does not significantly affect the non-linear kinetic

dynamics of the wave, as long as Z me/mi ≪ 1.

We note from Fig. 10 that the frequency shifts obtained from the simulations for am-

plitudes
√

2eφ0/Te & 0.25 are larger than predicted by the theoretical estimate. Although

some ion trapping starts to occur at larger amplitude leading to its time modulation pointed

out in Fig. 8, the cause for this deviation is not to be found in the ion dynamics, whose

negative contribution to the shifts tends to decrease, not increase, the total positive fre-

quency shifts. The subsequent sections will show that the fraction of trapped electrons also

41



0 1 2 3 4 5

x 10
4

−0.02

−0.01

0

0.01

0.02

0.03

ω
pe

  t

e 
λ D

e E
es

 / 
T e E

es
 = 1.40⋅ 10−2 T

e
 / eλ

De

average amplitude:

3 3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8

x 10
4

0

20

40

60

80

100

ph
as

e 
θ(

t)

 

 

average frequency: ω
NL

 = 5.253⋅ 10−3 ω
pe

ω
pe

  t

phase

fit

(b)

(a)
driver on

FIG. 8: (color online) Driven IAW case Z Te/Ti = 30. a) Internal electric field Eint
es and b) phase

θ(t) of the wave as a function of time t. The frequency and average amplitude are measured over

the interval 3.0 · 104 < ωpet < 4.9 · 104. The slope of the linear fit to the phase allows the frequency

to be extracted. The driver electric field is Eext
0 = 5× 10−4Te/(eλDe)

deviates from the theory at these larger wave amplitudes. Examination of the wave’s spatial

dependence shows that the wave is noticeably steepened, i.e. there is significant second

harmonic content for waves with such large amplitudes. In Sec. II B 2, a derivation of a fre-

quency shift, proportional to φ2
0, from wave harmonics was obtained from the cold ion fluid

equations. Adding this shift [see Eq. (33)] to the trapped particle frequency shift results

in better agreement (dashed red curve in Fig. 10). As shown in Fig. 14, this calculation

underestimates however the amplitude of the 2nd harmonic. Using the fit φ2 = 1.5φ1.58
0 to

the simulation values in Eq. (32) for the relation between φ0 and φ2 instead of Eq. (31)

gives an even better agreement (dash-dotted red curve in Fig. 10).
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FIG. 9: (color online) Driven IAW case Z Te/Ti = 30. Subthermal electron velocity distribution

f(v) at time t = 5 · 104 ω−1
pe and position x/λDe = 10.5 corresponding to the maximum of the

electrostatic potential field φ(x). The wave phase velocity vφ and the location of the separatrices

at vφ±∆vtr,e are indicated by vertical fine dashed lines. The initial Maxwellian distribution f0(v)

is shown as a bold dashed line.

2. IAW case ZTe/Ti = 10

In this case, one considers a Hydrogen plasma (Z = 1, mi/me = 1836) at the temperature

ratio Te/Ti = 10, in which an IAW with wavenumber kλDe = 0.3 is driven up to finite

amplitude. Here one expects that the frequency shifts from the trapped electrons and ions

will tend to cancel each other (see Fig. 3). The complex frequency from the linear dispersion

relation is ωL/ωpe = 8.032 ·10−3−2.450 ·10−4i. The linear damping γ = ℑ(ωL) is dominated

by the ion contribution (γi/γe ∼ 2). The real frequency obtained from setting the real part

of the linear dispersion to zero is ωL,r/ωpe = 7.989 · 10−3, i.e somewhat smaller than the real

part ℜ(ωL) of the complex frequency. The analytic approximation to the IAW frequency

given in Eq. (22) has the value ω/ωpe = 7.725 · 10−3. The differences between these three

estimates is in fact comparable to the measured frequency shifts.

Fitting the data for the frequencies of the non-linear waves generated in the simulation

with ωfit
NL(φ0) = ωfit

NL(0) + C φ
1/2
0 gives the frequency ωfit

NL(0)/ωpe = 7.989 · 10−3 for φ0 = 0,

i.e. the same value as ωL,r (apparently a coincidence because this relation did not hold true

for other values of ZTe/Ti). The normalized frequency shifts from the simulation, again

estimated as δωsim
NL (φ0) = ωsim

NL (φ0) − ωfit
NL(0), are shown in Fig. 11 and are about half as
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FIG. 10: (color online) Driven IAW case Z Te/Ti = 30. Normalized frequency shifts δωNL/(k cs)

from the Vlasov simulations [black triangles for Helium (He, Z/A = 1/2) and blue circles for

Hydrogen (H, Z/A = 1)] are shown as a function of
√

2eφ0/Te along with the theoretical prediction

(solid line) assuming adiabatic electron and sudden ion wave generation. In this case of large

Z Te/Ti, only the positive electron contribution is in fact significant. The dashed curve includes

the frequency shift from the 2nd harmonic theory. The dash-dotted curve uses that theory with

the value of φ2 given by the fit to the data shown in Fig. 14.

large as the shifts for the ZTe/Ti = 30 case shown in Fig. 10. The smaller normalized shift

results from the fact that the electron and ion contributions are comparable in magnitude

but opposite in sign.

Here, a significant difference in the theory curves arises from assuming the ions to follow

an adiabatic (αi = 0.544) or a sudden (αi = 0.823) distribution in Eq. (24). Just as large an

influence results from the choice of the phase velocity, obtained from the various estimates

of the frequency, because of the sensitivity of the exponential term in this equation. For

example, choosing the analytic approximation rather than one of the numerical solutions for

the frequency makes the negative ion shift ∼ 1.5 times larger. There are three theoretical

curves plotted in Fig. 11: the solid straight line uses Eq. (24) with the adiabatic choice

for both electrons and ions, αe = αi = 0.544, and the phase velocity vφ/vth,i = 3.608,

corresponding to the frequency ωL,r ≃ ωfit
NL(0) = 7.989· 10−3ωpe. The slightly upward curved
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FIG. 11: (color online) Driven IAW case Z Te/Ti = 10. Normalized frequency shifts δωNL/(k cs)

from the Vlasov simulations (triangles) are shown as a function of
√

2eφ0/Te along with the

theoretical prediction assuming an adiabatic wave generation for both electrons and ions. The

straight solid red curve is obtained from Eq. (24) considering constant phase velocity vφ/vth,i =

3.608 obtained from ω/ωpe = 7.989 · 10−3. The dashed (red) curve includes the contribution from

the 2nd harmonic. Using an iterative process, one finds the dash-dotted red curve for which the

phase velocity is adjusted upward to account for the positive frequency shift as φ0 increases. The

data value pointed out with an arrow corresponds to a simulation considered in more detail in Sec

IVD.

dashed line is obtained by adding the contribution of the 2nd harmonic frequency shift given

by Eq. (33). Because the frequency shift increases the phase velocity, the contribution of

the ions to the frequency shift will be less if Eq. (24) is re-evaluated with an updated phase

velocity. Using a first order iterative process, one re-evaluates this relation until convergence

is achieved. This adjustment lowers the contribution of the negative ion shift and brings the

theory and the simulation values for the frequency shift into much better agreement. As in

the case Z Te/Ti = 30, the shifts for
√

2eφ/Te & 0.2 obtained from the simulation are thus

greater (more positive) than predicted by the kinetic model. These differences can again be

assigned to fluid-like non-linear harmonic generation, leading to an additional positive shift

contribution at larger wave amplitudes.
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3. IAW case ZTe/Ti = 6

In this case, one considers again driven IAWs with wavenumber kλDe = 0.3 in a Hydrogen

plasma (Z = 1), but with a temperature ratio Te/Ti = 6. At this low ratio, one expects the

negative contribution from ions to dominate the non-linear frequency shift (see Fig. 3). The

complex frequency from the linear dispersion relation is ωL/ωpe = 8.869 ·10−3−6.671 ·10−4i.

The phase velocity is thus only three times the ion thermal velocity, vφ/vth,i = 3.1, and

linearly the wave is strongly damped, |γ/ω| = |ℑ(ωL)/ℜ(ωL)| = 7.5 · 10−2. The frequency

obtained from solving ℜ[ǫL(ωL,r)] = 0 is ωL,r/ωpe = 8.535 · 10−3, significantly smaller than

ℜ(ωL). The analytic approximation (22) to the frequency, ω/ωpe = 8.336·10−3, is yet smaller.

In the simulations, the waves are all driven at ℜ(ωL) with varying driver amplitudes and

time durations to obtain different wave amplitudes φ0.

The normalized frequency shifts δωNL/(k cs) from the Vlasov simulation results for

Z Te/Ti = 6 are plotted in Fig. 12. Similar to the data presented in the previous sec-

tions for higher values of Z Te/Ti, the simulation frequency shifts are computed relative to

the value ωfit
NL(0) = 8.801 · 10−3, obtained from fitting the frequencies to a function of the

form ωfit
NL(φ0) = ωfit

NL(0) + C φ
1/2
0 . In Fig. 12, the simulation results are compared to the

theory estimate Eq. (24) assuming adiabatic electrons and sudden or adiabatic ion wave

generation. The theoretical estimate furthermore took vφ/vth,i = 3.08, corresponding to the

frequency of the fit. The adiabatic ion approximation (the red dashed line) clearly disagrees

with the data. The sudden ion approximation shown by the straight solid line is a reason-

able match. Here, for the amplitudes considered
√

2eφ0/Te . 0.25, the non-linear fluid-like

contribution to the frequency shift from harmonic generation is small. The dashed curve

with the harmonic shift added to the sudden ion approximation shows this small difference.

The dash-dotted (blue) downward curving line which results from the iterative procedure

described previously agrees fairly well with the data.

C. Fraction of trapped electrons and ions in IAWs

The non-linear kinetic frequency shift for IAWs, dependent on competing contributions

from both electrons and ions, results from the deformation of the corresponding distributions

in the resonant regions. To obtain theoretical estimates of the frequency shifts, distributions
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FIG. 12: (color online) Driven IAW case ZTe/Ti = 6. Normalized frequency shifts δωNL/(k cs) from

the Vlasov simulations (triangles) are shown as a function of
√

2eφ0/Te along with the theoretical

prediction assuming adiabatic electron and sudden ion (solid straight blue line) and adiabatic

ion (dash straight red line) wave generation. The dashed blue line includes the second harmonic

contribution from the fluid theory. In this case of low Z Te/Ti, the negative contribution from ions

to the frequency shift is dominant. The dash-dotted blue line results from an iterative process that

adjusts the phase velocity downward to account for the negative frequency shift as φ0 increases.

for two limiting cases of the wave generation, sudden and adiabatic, have been considered (see

Sec. II). One may wonder how well the simulation distributions are actually represented by

these limiting forms. Comparing simulation results and theoretical estimates at the level of

the frequency shifts only provides an indirect measure for addressing this issue. Comparing

the fractions of trapped electrons and ions as a function of the wave amplitude provides

a first attempt at a more direct measure. Studying this fraction of trapped particles is

addressed here, while the most direct measure of comparing the actual distributions will be

addressed in the following section.

Given a finite amplitude electrostatic wave with wavelength λ and potential field φ(x, t),

the fraction of trapped particles for a species with distribution f(x, v, t) at a given time t is

defined as
Ntr

N
=

1

N λ

∫ λ/2

−λ/2

dx

∫ vφ+usep(x,t)

vφ−usep(x,t)

dv f(x, v, t), (65)
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where

usep(x, t) =

√

2

m

[

max
x

(qφ(x, t))− qφ(x, t)
]

defines the velocity at the separatrix between trapped and passing particles in the wave

frame (maxx is taken over one wavelength, −λ/2 < x < λ/2).

For the simulation results, Eq. (65) is computed through numerical quadrature of

the distribution f(xi, vj, t) on the phase space grid (xi, vj) after having identified the

trapped/passing separatrix based on the numerical electrostatic field φ(xi, t) at the same

time t.

The theoretical estimates for the trapping fractions can be computed as follows: For the

sudden distribution fs defined by Eq. (9), one has

(
Ntr

N

)

s

=
1

N λ

∫

tr

dxdv fs =
1

N λ

∫

tr

dxdv f0,

where f0 is the initial distribution and
∫

tr
dxdv stands for the integration over the trapping

region as in Eq. (65). For f0 Maxwellian, one obtains:

(
Ntr

N

)

s

=
1

2λ

∫ λ/2

−λ/2

dx

[

erf

(
vφ + usep(x)√

2 vth

)

− erf

(
vφ − usep(x)√

2 vth

)]

, (66)

where erf(x) = (2/
√
π)

∫ x

0
dt exp(−t2) stands for the error function. Assuming the field

φ(x) to be sinusoidal, one has usep(x) = ∆vtr cos(kx/2). If one furthermore expands the

distribution f0 to second order around the phase velocity vφ, as was done for estimating

the theoretical frequency shifts in Sec. II, one can carry out the integral over x in (66)

analytically to obtain

(
Ntr

N

)

s

≃ 4

π
∆vtr f0(vth)/N +

4

9 π
∆v3

tr

d2f0(vth)/N

dv2
, (67)

where d2[f0(vth)/N ]/dv2 is given by (13).

For the adiabatic distribution fa defined by Eq. (10), one has

(
Ntr

N

)

a

=
1

N λ

∫

tr

dxdv fa =
1

N

∫ vφ+〈usep〉x

vφ−〈usep〉x

dv f0,

where 〈usep〉x stands for the spatial average over one wavelength of the velocity at the

separatrix. Considering again f0 Maxwellian, one can integrate analytically to obtain:

(
Ntr

N

)

a

=
1

2

[

erf

(
vφ + 〈usep〉x√

2 vth

)

− erf

(
vφ − 〈usep〉x√

2 vth

)]

. (68)
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Assuming the field φ(x) to be sinusoidal, one has 〈usep〉x = (2/π)∆vtr. If one furthermore

expands the distribution to second order around vφ, one obtains the approximate relation:
(
Ntr

N

)

a

≃ 4

π
∆vtr f0(vth)/N +

8

3 π3
∆v3

tr

d2f0(vth)/N

dv2
. (69)

Comparing (67) and (69), one may note that it is only to order (∆vtr/vth)
3 ∼ (qφ0/T )3/2

that the fraction of trapped particles differs between the sudden and adiabatic cases. At low

amplitudes, measuring this fraction may not allow one to distinguish between the two types

of distributions. More exactly, the relative difference between the trapped fractions for the

sudden and adiabatic cases can be estimated as:

|(Ntr/N)s − (Ntr/N)a|
(4/π)∆vtr f0(vth)/N

≃
(

1

9
− 2

3 π2

) (
∆vtr

vth

)2
∣
∣
∣
∣
∣

(
vφ

vth

)2

− 1

∣
∣
∣
∣
∣
≃ 0.17

qφ0

T

∣
∣
∣
∣
∣

(
vφ

vth

)2

− 1

∣
∣
∣
∣
∣
.

For ions, this difference is thus amplified by a factor (ZTe/Ti)|(vφ/vth,i)
2 − 1| ≃ (ZTe/Ti)

2

compared to electrons (recall that (vφ/vth,i)
2 ≃ ZTe/Ti ≫ 1 and (vφ/vth,e)

2 ≃ Zme/mi ≪ 1

in the case of IAWs). The fraction of trapped particles is therefore expected to be a more

relevant measure for identifying the type of distribution for the ions than for the electrons.

1. IAW case ZTe/Ti = 30

The fraction of trapped electrons as a function of the wave amplitude obtained from simu-

lations is displayed in Fig. 13 in the simplest IAW case, i.e. when ZTe/Ti = 30 for which ion

trapping is essentially negligible. The theoretical predictions in both the sudden and adia-

batic wave generation limits and assuming a sinusoidal field are also plotted for comparison.

These two limiting cases provide essentially the same estimates over the considered range of

amplitudes. Differences between making no approximation on the background distribution,

as in Eqs. (66) and (68) respectively, or Taylor expanding to second order around v = vφ,

as in (67) and (69) respectively, are thus negligible as well.

Note in Fig. 13 that for the larger amplitudes considered, ∆vtr,e/(
√

2vth,e) =
√

2eφ0/Te &

0.2, the fractions of trapped electrons from the simulations fall below the theoretical results.

Recall that at these large amplitudes, the frequency shifts from the simulations also deviate

from (are larger than) the values predicted by theory (see Fig. 10). Computing the number

of trapped particles requires knowledge of the electrostatic field φ(x) which in general is

not sinusoidal. In Fig. 14, the corresponding internal electric field Eint
es = −∂φ/∂x from the
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FIG. 13: (color online) Driven IAW case Z Te/Ti = 30. The fraction of trapped electrons from the

Vlasov simulations [black triangles for Helium (He, Z/A = 1/2) and blue circles for Hydrogen (H,

Z/A = 1)] is shown as a function of the wave amplitude
√

2eφ0/Te. The theoretical predictions

in both the sudden (solid blue line) and adiabatic (dashed red line) wave generation limits and

assuming a sinusoidal field are plotted for comparison. The theoretical estimate in the adiabatic

limit that uses the electrostatic field from the simulation is also shown for a few simulation cases

(red crosses).

simulations is shown as a function of x for a small and a large amplitude wave along with a

purely sinusoidal wave for reference. These fields are considered at a time within the BGK-

type period of the wave evolution. The shape of the small amplitude wave (
√

2eφ0/Te ≃ .05),

for which the number of trapped electrons and the frequency shift agree with the theoretical

estimates that assume a sinusoidal wave, confirms this assumption. The large amplitude

wave (
√

2eφ0/Te ≃ 0.37 ) however has a highly distorted waveform resulting from significant

harmonic contributions. Computing the fraction of trapped electrons using Eq. (68) with

the actual wave field φ(x) from the simulation, one finds a nearly perfect agreement with

the adiabatic theory at all amplitudes, as shown in Fig. 13.
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FIG. 14: (color online) Driven IAW case Z Te/Ti = 30. (a) The internal electrostatic field Eint
es (x)

from simulations for a small amplitude (
√

2eφ0/Te = .05, dashed line) and large amplitude

(
√

2eφ0/Te = 0.37, full line) wave. An exact sinusoid is shown for comparison (dash-dotted).

All wave fields are normalized to a maximum of one. (b) The amplitude of the 2nd harmonic φ2 is

shown as a function of the fundamental from the simulations (crosses) and (dashed line) from the

fluid theory of Sec IIB 2. The simulation data is fit best with the power law φ1.58
1

2. IAW case ZTe/Ti = 10

The fractions of trapped ions and electrons for IAWs in the case ZTe/Ti = 10 are shown

in Figs. 15.a and 15.b respectively. For a given wave amplitude, the fraction of trapped

electrons is much larger than the fraction of trapped ions, since the phase velocity is much

smaller than the electron thermal velocity but much larger than the ion thermal velocity

(see Figs. 2.a and 2.b). Recall that in this case, the frequency shifts from the electrons and

ions are however similar in magnitude.

The theoretical predictions for the trapped ion fraction in both the sudden and adiabatic

wave generation limits, for a sinusoidal field, are also plotted for comparison in Fig. 15.a.

For small amplitudes, ∆vtr,i/(
√

2vth,i) =
√

2Zeφ0/Ti . 0.6, these theoretical estimates for

the two limiting cases are essentially identical and in very good agreement with the simula-

tion results. At larger amplitudes,
√

2Zeφ0/Ti & 0.6, these estimates diverge significantly

from each other and their Taylor expansion approximations (67) and (69) become rapidly

inaccurate as well, so that the full distribution estimates (66) and (68) have been consid-
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ered. At these larger amplitudes, one notes that the simulation values in fact fit neither

one of these two theoretical predictions. However, estimating the fraction of trapped ions

for an adiabatic distribution using Eq. (68) with the electrostatic field from the simulation,

instead of being assumed sinusoidal, leads to a very good agreement with the simulation

results for all amplitudes (red crosses in Fig. 15.a). Conversely, the fraction of trapped ions

computed with the numerical field in the sudden limit according to Eq. (66) presents very

large deviations with the simulation results. These observations lead to the conclusion that

the ions are best represented by an adiabatic distribution.

The theoretical predictions for the trapped electron fractions in both the sudden and

adiabatic wave generation limits, for a sinusoidal field, have been added for comparison in

Fig. 15.b as well. For the amplitudes considered, these estimates are essentially identical in

both limiting cases and whether the distribution is Taylor expanded or not is insignificant. As

was true for the ions, at low amplitudes, ∆vtr,e/(
√

2vth,e) =
√

2eφ0/Te . 0.2 (corresponding

to ∆vtr,i/(
√

2vth,i) =
√

2Zeφ0/Ti . 0.6), the simulation results for the electrons are in

good agreement with these theoretical curves. At larger amplitudes,
√

2eφ0/Te & 0.2,

the simulation results drop below the theoretical curves, in a similar way and for similar

amplitudes as for ZTe/Ti = 30 (see Fig. 13). However, if the fields from the simulations

are used in Eq. (68) for the theoretical estimates in the adiabatic limit, these corrected

predictions accurately match the fractions of trapped electrons from the simulations at all

amplitudes, as shown in Fig. 15.b. All these results for the ion and electron fractions are

consistent with the frequency shift dependence on wave amplitude shown in Fig. 11, in that

the simulations are fit best by the adiabatic ion and the adiabatic electron distributions.

3. IAW case ZTe/Ti = 6

Lastly, the fractions of trapped particles for ZTe/Ti = 6 is considered. Recall that in

this case, the frequency shift is predominately set by the ions and therefore is negative.

The fractions of trapped ions and electrons, integrated from the simulation results during

the same time intervals that the frequency shifts are computed, are shown respectively

in Figs. 16.a and 16.b. Over the amplitude range considered in these simulations, i.e.

∆vtr,e/(
√

2vth,e) =
√

2eφ0/Te . 0.25 corresponding to ∆vtr,i/(
√

2vth,i) =
√

2Zeφ0/Ti .

0.6, the fractions of trapped ions agree well with the theoretical prediction for the sudden
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FIG. 15: (color online) Driven IAW case Z Te/Ti = 10. The fraction of trapped (a) ions and (b)

electrons from the Vlasov simulations (black triangles) is shown as a function of the wave amplitude
√

2eZφ0/Ti and
√

2eφ0/Te respectively. The theoretical predictions in both the sudden (solid blue

line) and adiabatic (dashed red line) wave generation limits with a sinusoidal field are plotted for

comparison. The theoretical estimate in both the sudden (blue circles) and adiabatic limit (red

crosses) that use the electrostatic field from the simulation is also shown for a few simulation cases.

distribution with a sinusoidal field (theoretical results with or without Taylor expansion of

the distribution around vφ are essentially identical here), as shown in Fig. 16.a. The fractions

of trapped electrons however agree well with either the sudden or the adiabatic theoretical

estimates because, over the simulated amplitude range, these distributions have the same

trapping fractions, as shown in Fig. 16.b. Note that for this case ZTe/Ti = 6, the largest

wave amplitudes considered are just at the critical value where, due to the appearance of

non-negligible harmonic components, the fractions of trapped electrons from the simulations

start to fall below the theoretical values for a sinusoidal field, as was already clearly seen

for larger ZTe/Ti (see Figs. 13 and 15.b). These results for the trapping fractions in the

case ZTe/Ti = 6 confirm the observations made with respect to the corresponding frequency

shifts, in particular concerning the ion distributions which appear to be best represented by

the sudden limit.
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FIG. 16: (color online) Driven IAW case Z Te/Ti = 6. The fraction of trapped (a) ions and (b)

electrons from the Vlasov simulations (black triangles) is shown as a function of the wave amplitude
√

2eZφ0/Ti and
√

2eφ0/Te respectively. The theoretical predictions in both the sudden (solid blue

line) and adiabatic (dashed red line) wave generation limits with a sinusoidal field are plotted for

comparison.

D. Distribution in Resonant Region as Function of Energy

In the previous section, the analysis of the trapped ion and electron fractions in the case of

IAWs provided some confirmation of the agreements that were found between the simulation

results for the frequency shifts and the theoretical predictions, in particular concerning

whether the ion distribution is best fit by the sudden or adiabatic limit. Studying these

fractions also clearly pointed out that the assumption of purely sinusoidal wave fields is

a limitation of the kinetic model used for estimating the non-linear frequency shifts that

result from trapping, as it is unable to provide accurate predictions for larger amplitude

waves which develop harmonic components, i.e. typically for
√

2eφ0/Te & 0.25 in the case

of IAWs. Further insight and confirmation of the observations based on the frequency shifts

and trapping fractions will now be provided for IAWs by actually studying the particle

distributions in the resonant regions of phase space, i.e. for particles with velocities near

the phase velocity vφ.

Once the non-linear wave has reached a BGK-like state, the particle distributions are

functions of the constants of motion in the wave frame, i.e. energy W = m(v−vφ)2/2+qφ(x)

and, for passing particles only, the sign σ = sgn(v − vφ) of the wave frame velocity along x.
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This is clearly illustrated for example by the two limiting cases, sudden and adiabatic, in Eqs.

(9) and (10). To compare the simulation results to these theoretical distributions requires

computing f(W,σ) from the numerical distribution f(xi, vj) given on the Cartesian phase

space mesh (xi, vj) and using as well the numerical electrostatic field φ(xi). Note that within

the BGK-like phase, the so-obtained function f(W,σ) should be essentially independent of

the time t at which the distribution f(xi, vj) is considered. Constructing f(W,σ) is achieved

by first computing the energy Wij = m(vj − vφ)2/2 + qφ(xi) at each phase space grid point,

having chosen an appropriate estimate of the phase velocity vφ [typically one estimates

vφ = ωfit
NL(0)/k]. The distribution f(W,σ) of a given species is then evaluated with the

following binning procedure: The corresponding energy range for resonant particles, i.e.

minx(qφ0) < W < maxx(qφ0) for trapped and maxx(qφ0) < W . 2 maxx(qφ0) for passing

particles, is divided into bins centered at Wb and with widths ∆Wb. For an energy Wb within

the trapping range, one then simply computes the average

f(Wb) ≃
1

Nb

∑

Wij∈ bin(Wb)

f(xi, vj),

where Nb stands for the number of phase space points (xi, vj) whose corresponding energy

Wij lies in the bin centered at Wb, referred to as bin(Wb). For energies Wb in the un-

trapped range, one distinguishes between forward (σ = +1) and backward passing (σ = −1)

according to the sign of the wave frame velocity:

f(Wb, σ) ≃ 1

Nb

∑

Wij∈ bin(Wb) & sgn(vj−vφ)=σ

f(xi, vj),

where Nb again stands for the number of phase space points (xi, vj) contributing to the

sum. The widths ∆Wb of the bins are chosen as narrow as possible while still ensuring

sufficient statistics from corresponding phase space points (xi, vj) for accurately estimating

the averages in the above relations. If the phase space mesh (xi, vj) is taken equidistant, the

widths ∆Wb thus need to be taken wider for higher energy levels Wb: ∆Wb ∼ {2m[Wb −
minx(qφ0)]}1/2∆v, where ∆v is the width of the velocity mesh.

In the following illustration, the numerical distributions of particles are compared to the

theoretical predictions in the sudden and adiabatic limits. These limiting distributions are

provided by relations (9) and (10) which have been evaluated using the exact Maxwellian

distribution f0 [no Taylor expansion as in Eq. (11)] with either a sinusoidal wave field
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φ(x) = φ0 cos(kx) or the numerical field φ(x) provided by the simulation. Note that the

average velocity ū appearing in Eq. (10) can be derived analytically for sinusoidal waves,

giving for passing particles (0 < κ < 1):

ū(κ) =
2

π

∆vtr

κ
E(κ2),

and for trapped (1 < κ <∞):

ū(κ) =
2∆vtr

π

[

E(
1

κ2
) + (

1

κ2
− 1)F (

1

κ2
)

]

,

where κ2 = 2|q|φ0/(W + |q|φ0) is a transformed energy variable and F (m) and E(m) of

argument m are the complete elliptic integrals of the first and second kind respectively (see

definition after Eq. (12)). All other aspects of evaluating Eqs. (9) and (10) need to be

performed numerically.

Distributions shall now be studied for an IAW in the case with ZTe/Ti = 10 (Hydrogen

plasma, Z/A = 1). Because the frequency shifts from the electrons and the ions are in

opposite directions and of similar magnitudes in this case, deviations of the distributions

from the adiabatic or sudden limits are particularly important in determining the sign of

the total shift.

It is instructive to consider the specific example of the IAW with amplitude
√

2eφ/Te =

2.2 ·10−1 (
√

2qφ/Ti = 7.0 ·10−1), driven slowly over the time interval tdrive ≃ 5 ·104 ω−1
pe that

corresponds to the data value pointed out with an arrow in Figs. 11, 15.a, and 15.b. The

simulated distributions of electrons and ions in the resonant regions are shown in Fig. 17

along with the sudden and adiabatic distributions from theory. As expected, the difference

between the theoretical distributions obtained with the field from the simulations and the

ones assuming a purely sinusoidal field are significant here. The electrons are very well rep-

resented by the adiabatic distribution with the numerical field and clearly distinct from the

sudden distribution. Because the electron bounce frequency is very fast on the time scale

of IAW growth, the electron distribution has no noticeable filamentary structure in energy

and thus matches the adiabatic distribution very well, especially when the potential field φ

is taken from the simulation rather than assumed to be a pure sinusoid. Thus, contrary to

the fraction-of-trapped-electron measurement, which did not differentiate between the sud-

den and adiabatic limits (see Fig. 15.b), diagnosing the actual distribution unambiguously

confirms the adiabatic response.
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FIG. 17: (color online) Driven IAW case Z Te/Ti = 10 with amplitude
√

2eφ/Te = 2.2 · 10−1

(pointed out with an arrow in Figs. 11, 15.a, and 15.b). The electron and ion distribution functions

at time t = 7·104 ω−1
pe as a function of the particle energy in the trapping regions. The distributions

for the sudden and adiabatic approximations with the purely sinusoidal field and the field from the

simulation are also shown.
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The trapped ion distribution is not as smooth as for electrons but is nonetheless consistent

with an adiabatic distribution, with a clearly improved match when the numerical fields are

used. This study of the distributions for ZTe/Ti = 10 thus supports the frequency shift

analysis: both electrons and ions are best represented by the adiabatic model. Near the

separatrix, the trapped ions present a slightly lower phase space density than the adiabatic

distribution, while the forward-passing untrapped ions present a larger density than the

adiabatic or sudden distributions. These deviations essentially remove the discontinuities in

the theoretical distributions at the separatrix between the trapped and passing domains and

result from the amplitude modulations of the wave before it settled to its BGK-like state.

Wave amplitude modulation indeed leads to a redistribution of ions, as originally backwards

passing particles, ’carrying’ high phase space density, get trapped as the wave amplitude

increases and then get partly untrapped as forward passing particles as the wave amplitude

decreases, resulting in their effective acceleration.

V. MODELING THE DRIVEN ION ACOUSTIC WAVE

A very simple model for the evolution of a driven ion wave retrieves at least the qualitative

behavior of the internal electrostatic complex wave amplitude Êk(t). Assuming only the

electrons are driven, one solves the equation,

(
∂

∂t
+ ν + iδωNL

)

Êk =
1

2

ωext

[1 + (kλDe)2]
Eext

0 (t), (70)

where ωext and Eext
0 (t) are respectively the external driver frequency and its time varying

amplitude, while ν stands for the Landau damping rate. The frequency ωext is usually chosen

to be the linear resonant frequency from a solution to the kinetic dispersion relation. The

frequency shift δωNL to the ion acoustic wave is given by Eq. (24) if the wave amplitude

reaches a steady state. If the model is successful, the amplitude |Êk(t)| and the corresponding

frequency shift δωNL will be the same as in the Vlasov simulations.

The damping rate ν = Σjνj, where j is the species index, is initially chosen to be the

linear Landau rate νL but decreases with time as particles become trapped. Similarly, the

non-linear frequency shift is only established over a time interval of the order of the bounce

period of the trapped particles. Several such models have been proposed [7, 13, 14, 23, 31] for

the time evolution of the frequency shift and damping rate. Exploring the relative value of
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these different models is beyond the scope intended for this paper; consideration is therefore

limited to a model developed for ion trapping by Divol and Williams.[7] In this model, the

equations for the frequency shift and damping rate from each species j are:

∂tδ
3
j = H(vtr,j − δj)

ωb,j

2
√

2π
v3

tr,j (71)

δωe = αe
kcs

2
√

2π

δe
vth,e

(72)

δωi = −αi
kcs

2
√

2π
Γ
δi
vth,i

(73)

δωNL = δωe + δωi + δωharm (74)

νj = νL,jH(vtr,j − δj). (75)

Here, ∆vtr,j = 2
√

eZjφ/mj is the instantaneous trapping width, Γ =

(ZTe/Ti) (v2 − 1) exp(−v
2/2)|

v=vφ/vth,i
, and H(w) once again stands for the Heaviside func-

tion. The parameter δj represents the actual width of the plateau in velocity space cre-

ated by particle trapping. If δj equals vtr,j , the kinetic part δωj of the frequency shift

is given by Eq. (24). The plateau width, δj , will increase at the bounce frequency rate

ωb,j =
√

|ZjekÊk|/mj as long as the wave amplitude does and thereby increase the fre-

quency shift from each species. In addition to the kinetic shift, an instantaneous shift,

δωharm, from the IAW harmonics (see Eq. 34) is added.

When the ions and electrons both contribute to the non-linear frequency shift, that is

for ZTe/Ti . 10, the frequency shift of the driven wave after the pump is turned off is the

sum of the ion and electron shifts with the ion coefficient between the sudden and adiabatic

values. Because the ion bounce period is much longer than the electron one, the growth time

can be shorter than the ion bounce period. One thus expects the ion frequency shift to lag

the wave amplitude. This feature is caught through Eqs. (70) and (73). In equation (70),

the frequency shift and the damping rate are the sum of the time dependent electron and

ion contributions. An interesting outcome of the fact that the ion frequency shift may lag

the electron one is that there are three epochs: (1) the early time where the electron shift

rapidly develops, (2) an intermediate epoch, initiated after approximately one ion bounce

period, where the ion shift reduces the total shift (leading to faster growth), and (3) the

final epoch where the asymptotic shifts are achieved in a quasi-steady state.

In the simplest case, ZTe/Ti = 30, the ions play little role in the non-linear response.

Two examples of the time history according to the model are shown in Fig. 18 along with
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FIG. 18: (color online) The time history of the wave amplitude according to the model equations

(black curve) and from the Vlasov simulation (blue dashed curve) for the parameters ZTe/Ti = 30

and kλde = 0.3. Also shown is the time dependence of the driver Eext
0 as well as the model’s

frequency shift δωNL. For the model curve, the parameter αe was chosen equal to the adiabatic

value 0.544, as suggested by results in Fig. 10. In the above plots, the driver amplitude is normalized

to a maximum of 0.01 for convenience of illustration. (a) Eext
0 = 5 · 10−4 for ωat < 74 and Eext

0 = 0

afterwards. (b) Eext
0 = 4 · 10−4 for ωat < 150 and Eext

0 = 0 afterwards.

the Vlasov simulation results for the same parameters. Note that the simulations show an

oscillation in the wave amplitude after the driver turns off with period about equal to the

ion bounce time, an effect not caught in the simple model. This oscillation arises from

the exchange of energy between the trapped ions and the wave because the ions have not

completely phase-mixed. In the example shown in Fig. 18.a, the wave in the simulation

attains its peak value as the driver is turned off at t = 74ω−1
pe . In the model, the frequency

shift and the wave amplitude also reach their peak values at this time. The model has about

the same amplitude as the Vlasov simulation. In the second example shown in Fig. 18.b,

the driver is left on after the wave amplitude reaches its peak value and gets out of phase

with the wave whose amplitude then drops to a lower value. The model also reproduces

that behavior but the wave amplitude after the driver is turned off is more than twice the

amplitude from the simulation.

The time history of the field amplitude is more complicated in cases where both the ions
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FIG. 19: (color online) Similar to Fig. 18 but for ZTe/Ti = 10. For the model curve, both αe and

αi were chosen to be equal to the adiabatic value α = 0.544, as suggested by results in Fig. 11.

(a) Eext
0 = 1 · 10−4 for ωat < 350 and Eext

0 = 0 afterwards. (b) Eext
0 = 5 · 10−4 for ωat < 110 and

Eext
0 = 0 afterwards.

and the electrons contribute to the damping and frequency shift. To illustrate this scenario,

a hydrogen plasma with Z/A = 1, Te/Ti = 10, and kλDe = 0.3 is considered. One first

studies a wave weakly driven over a long time such that the steady state frequency shift

from the simulation is close to the one given by adiabatic ions and electrons as shown in

Fig. 19.a. In the model and the simulation, there is an intermediate ”saturation” in the

wave amplitude after the electrons have been trapped (ωat = 75 and ωbet ≃ 300) but the

ions have just executed one trapping cycle (ωbit = 2π). In the Vlasov simulation, the wave

grows after this time with clear oscillations at the slowly decreasing ion bounce period until

the driver turns off. In the model the growth resumes as well as the ions become trapped

because the total frequency shift decreases (sum of negative ion shift and positive electron

shift). The resumed growth traps more electrons which arrests the decrease in the frequency

shift. After the driver is off, the wave amplitude in the model is about the same as in the

Vlasov simulation but the frequency shift is larger than the Vlasov one.

The model has also been compared to the evolution of the wave driven by a larger external

field over a shorter period of time in the second example shown in Fig. 19. In this case,

the trapped ions have only executed 2-4 cycles when the driver is turned off whereas the
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electrons have executed many. Nonetheless, according to Fig. 11, an adiabatic ion response

best reproduces the frequency shift in the simulations. In Fig. 19.b, the model’s amplitude

in steady state with adiabatic electron and ion response is again similar to the one in the

simulation and the frequency shift is again larger.

The reduced fluid model presented in this section is thus useful for qualitative interpre-

tation of the simulations but fails quantitatively in most cases even for the simple systems

presented above. In more complicated systems, e.g. many wavelengths long or multidimen-

sional, the validity of such reduced models for representing intrinsically kinetic effects is

uncertain.

VI. CONCLUSIONS

By making use of the spatially one-dimensional Vlasov code SAPRISTI, we have in this

paper systematically compared the theory by Morales, O’Neil and Dewar [42, 43] for kinetic

non-linear frequency shifts δωkin resulting from particle trapping to simulation results in the

case of both EPWs and IAWs. To our knowledge, this is the first thorough study of such

frequency shifts for IAWs. Examples focused on parameters of interest to stimulated Raman

and Brillouin scattering in recent ICF experiments.[33–35]

It was shown that, within its limits of applicability, i.e. at low amplitudes, eφ0/Te << 1,

the kinetic theory model that predicts a the shift with amplitude scaling as φ
1/2
0 as originally

derived for EPWs, is valid for IAWs as well.

In the EPW case, both initial value standing waves, as well as slowly-driven propagating

waves were generated and compared to the two limiting theoretical cases, ’sudden’ and

’adiabatic’ respectively, as originally addressed by Dewar [43]. Simulation results showed

good agreement of the frequency shift, which is negative in this case of EPWs, with these two

limits, confirming a more negative frequency shift for the ’sudden’ than for the ’adiabatic’

case.

In the IAW case, both electrons and ions contribute to the non-linear kinetic frequency

shift, δωkin = δωkin,e + δωkin,i, and their contributions have opposite sign: positive for elec-

trons, δωkin,e > 0, and negative for ions, δωkin,i < 0. The relative importance of these two

contributions depends mainly on the effective temperature ratio ZTe/Ti with a minor de-

pendence on kλDe and essentially no dependence on Zme/mi. Thus, for very large values
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of the temperature ratio ZTe/Ti, the kinetic frequency shift is dominated by the positive

electron contribution, at intermediate values, ZTe/Ti ≃ 10, the electron and ion contribu-

tions basically compensate each other, while for ZTe/Ti < 10 the negative ion contribution

dominates.

At larger amplitudes, for both EPWs and IAWs, simulation results differ progressively

more strongly from the standard theoretical estimate for the non-linear kinetic frequency

shift. A more detailed analysis revealed the significant role of Fourier harmonic generation

that leads to wave steepening as well as to an associated frequency shift. Such a harmonic-

related frequency shift, δωNL,harm, scaling with amplitude as φ2
0, was derived for IAWs from

linearized fluid equations. Adding δωharm to the kinetic frequency shift component δωkin

brought the theory into good agreement with simulation results, even at higher wave ampli-

tudes, for basically all regimes of ZTe/Ti. Similar agreement at higher amplitudes between

simulation results and a total theoretical estimate δωNL = δωkin + δωharm for the EPW

frequency shift was achieved as well.

For IAWs, reconstructions of the electron and ion trapping fractions, as well as wave

frame energy distributions, provided a more detailed comparison of the simulation results

with the two theoretical limits for the wave generation, ’sudden’ and ’adiabatic’. These

comparisons confirmed the agreements obtained for the frequency shifts between simulation

and theoretical estimates in these limiting cases. Thus electrons in slowly driven IAWs, as

expected, follow very closely the adiabatic distribution, as their bounce frequency ωb,e is

very large compared to the rate of increase d log(φ0)/dt of the wave amplitude. For ions, the

corresponding bounce frequency ωb,i is significantly smaller (by a factor
√

Zme/mi) than

for electrons. Thus, whether the ion distribution and the corresponding kinetic frequency

shift will be best represented by the ’adiabatic’ or the sudden ’limit’ will depend on whether

ωb,i is nonetheless larger or not than the rate d log(φ0)/dt. The more detailed analysis of the

simulation results further confirmed the significant presence of Fourier harmonics at larger

wave amplitudes and how they lead to important distortions of the distributions of resonant

particles. This observation reflects the need for a more complete theory, accounting for

harmonic effects in a kinetic framework. Such a unified theory appears still to be lacking.

The fully multi-species kinetic simulations of finite amplitude IAWs presented in this

paper, clearly point out the important role of resonant wave-particle interactions even for the

lighter electrons, effects which are absent when considering the commonly used Boltzmann
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response for this lighter species, as already noted in Ref. [2, 3]. Carrying out such multi-

species simulations over the slow IAW time scales while resolving the fast dynamics of

electrons is however very costly and may become prohibitive when considering larger systems

(multi-wavelength long or even multi-dimensional). The need for improved reduced electrons

models, beyond the simple Boltzmann model, accounting for certain trapping effects are thus

needed.

The effect collisions and side-loss (neglected in these 1D in space and velocity simulations)

may have on the de-trapping of electrons and ions in an IAW is considered in Appendix A.

Both collisional drag as well as parallel and transverse (to the incoming velocity) diffusion

were considered. Side-loss detrapping, resulting from the motion of particles transverse to

the direction of propagation of the wave and thus leaving the finite width envelope of the

wave was also considered. In general, for a detrapping mechanism to significantly affect the

non-linear kinetic frequency shift, the corresponding characteristic detrapping time τdetrap

must be comparable or shorter than the typical bounce period τb = 2π/ωb of a trapped

particle. It is shown in Appendix A that these effects must be considered for small wave

amplitudes: Eq. (A1) gives the condition for sideloss and Eq. (A12) for collisional de-

trapping. For typical ICF plasmas, collisions impose a more stringent limit on IAWs than

sideloss. However, only the lowest amplitude cases considered in this paper may be affected.

Appendix A: Detrapping mechanisms

The non-linear kinetic frequency shifts, which result from particles trapped in the electro-

static potential troughs of the longitudinal plasma waves, may be reduced or fully eliminated

in the presence of detrapping mechanisms. Under laser-fusion relevant conditions, two main

detrapping effects need to be considered: 1) Collisions, which may remove particles from

the trapping region in velocity space, characterized by vφ − ∆vtr < vx < vφ + ∆vtr, where

vx is the velocity component of a particle parallel to the direction of propagation Ox of the

longitudinal wave with phase velocity vφ. In general, collisional drag as well as parallel and

transverse (to the incoming velocity) diffusion need to be considered. 2) Side-loss detrap-

ping, resulting from the motion of particles transverse to the direction of propagation of

the wave and thus leaving the finite width envelope of the wave. In laser-fusion plasmas,

the incident light indeed filaments into small speckles because of natural and deliberately-
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introduced spatial phase nonuniformites and the plasma waves driven through parametric

instabilities in these high intensity regions have similar finite width.

These detrapping mechanisms have been neglected in the simulations presented in this

paper and would have required considering a higher dimensional phase space than the 1+1

-dimensional space (x, vx) used here. Indeed, collisional effects represented by a Landau-

type operator require at least one additional velocity space direction v⊥, perpendicular

to the direction of propagation, to correctly account for pitch angle scattering (transverse

diffusion), and that thus results in a 1+2 -dimensional phase space simulation. An accurate

modeling of side-loss effects in turn requires an additional configuration space dimension

y and associated velocity dimension vy for representing the finite transverse width of the

mode, and that thus results in a 2+2 -dimensional simulation. Accounting simultaneously

for both collisional and side-loss detrapping would in fact require a 2+3 -dimensional phase

space.

Side-loss effects in 2+2 -dimensional collisionless Vlasov simulations have recently been

systematically studied in the case of EPWs using the Eulerian-based LOKI code [30]. Al-

though similar simulations, possibly also including collisional effects, may be carried out

in the future for IAWs, we shall limit ourselves here to theoretical estimates for the im-

portance of detrapping. In general, for a detrapping mechanism to significantly affect the

non-linear kinetic frequency shift, the corresponding characteristic detrapping time τdetrap

must be comparable or shorter than the typical bounce period τb = 2π/ωb of a trapped

particle:

τdetrapωb < 2π,

where the bounce frequency ωb is estimated by the relation for deeply trapped particles:

ωb = k(qφ0/m)1/2.

a. Side-loss Detrapping in an IAW

The characteristic time τs.l. for side-loss of a given species is estimated as τs.l. = ∆y/vth,

where ∆y is the transverse width of a laser speckle. Given the f -number and wavelength λ0

of the laser beam associated to the speckle, the transverse width is of order ∆y = fλ0. One

thus obtains:

τs.l.ωb ≃
∆y

vth
ωb ≃ k∆y

√

qφ0

T
≃ 4πf

√

qφ0

T
, (A1)
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where the estimate k = 2k0 for the wavenumber k of the IAW, valid for SBS, and the laser

wavenumber k0 = 2π/λ0 has been used.

For electrons, side-loss thus becomes significant, i.e. τs.l.ωb,e < 2π, only for sufficiently

low wave amplitudes such that eφ0/Te < 1/(2f)2. For a typical f -number f/8 this estimate

leads to δN/N = eφ0/Te < 4 · 10−3, i.e. (2eφ0/Te)
1/2 < 9 · 10−2. Therefore, only the lowest

amplitude simulation cases considered in this paper may be affected by electron side-loss

detrapping (see amplitudes in Figs. 10, 11, and 12).

Concerning ions, one notes that τs.l.ωb,i = (ZTe/Ti)
1/2τs.l.ωb,e. As one always has ZTe/Ti >

1, the characteristic side-loss time in units of the bounce period is in any case larger for ions

than for electrons. However, as ion trapping only contributes significantly to the frequency

shifts for ZTe/Ti . 15 (see Fig. 3 ), side-loss detrapping should in fact similarly affect ions

and electrons at these lower temperature ratios. But in all cases, the effect of both electron

and ion side-loss detrapping appears to remain a marginal effect for IAWs.

b. Collisional Detrapping in an IAW

In general, three collisional dynamics effects may lead to detrapping: (1) Slowing-down

(drag), (2) parallel diffusion, and (3) transverse diffusion (pitch-angle scattering). For colli-

sions of species a on species b, assumed to be at thermal equilibrium and represented by a

Maxwellian distribution with density Nb and temperature Tb, these effects are represented

by the relations [60]:

d

dt
〈v〉 = −νab

s v, (A2)

d

dt
〈(v‖ − 〈v‖〉)2〉 = νab

‖ v2, (A3)

d

dt
〈(v⊥ − 〈v⊥〉)2〉 = νab

⊥ v2, (A4)

where 〈.〉 stands for a statistical average over a set of particles a, all with the same incoming

velocity v of norm v. The subscripts ‖ and ⊥ respectively refer to the directions parallel

and perpendicular to v. The collision rates appearing in Eqs. (A2)-(A4) are given by
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(a) (b)

FIG. 20: a) Collisional detrapping in the tail of the distribution. Case of resonant electrons in

an EPW or of ions in an IAW. b) Collisional detrapping in the bulk of the distribution. Case of

resonant electrons in an IAW.

νab
s (v)/νab

c (v) = (1 +
ma

mb
)ψ(xab), (A5)

νab
‖ (v)/νab

c (v) =
ψ(xab)

xab
, (A6)

νab
⊥ (v)/νab

c (v) = 2

[(

1− 1

2xab

)

ψ(xab) + ψ′(xab)

]

, (A7)

where ψ(x) = −(2/
√
π)
√
x exp(−x) + erf(

√
x) and ψ′(x) = dψ/dx = (2/

√
π)
√
x exp(−x)

with argument xab = mbv
2/2Tb = v2/2v2

th,b. The basic collision frequency νab
c appearing in

Eqs. (A5)-(A7) is given by

νab
c (v) =

q2
aq

2
b log ΛabNb

4πǫ20m
2
av

3
,

where log Λab stands for the collision logarithm.

In the case of an IAW, ion trapping occurs for velocities vφ − ∆vtr,i < vx < vφ + ∆vtr,i

out in the tail of the distribution (see Fig. 2.a). Recall that vth,i/cs = (ZTe/Ti)
−1/2 and

∆vtr,i/cs = 2(eφ0/Te)
1/2, so that in most cases one has the ordering vφ ≃ cs ≫ vth,i,∆vtr,i.

As shown in Fig. 20.a, collisions may thus lead to ion detrapping by all three effects:

drag, as well as parallel and transverse diffusion. For the electron dynamics, one however

has the relations cs/vth,e = (Zme/mi)
1/2 and ∆vtr,e/vth,e = 2(eφ0/Te)

1/2, leading to the

typical ordering vφ ≪ ∆vtr,e ≪ vth,e. Trapping of electrons thus occurs in the bulk of the
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distribution, as shown in Fig. 2.b, and only transverse diffusion may lead to collisional

detrapping, as shown in Fig. 20.b.

Considering Fig. 20.b and Eq. (A4), the characteristic time τ e
⊥ for electron detrapping

by pitch angle scattering may be estimated as τ e
⊥ ≃ θ2

t /ν
e
⊥(vth,e) ≃ (∆vtr,e/vth,e)

2/νe
⊥(vth,e),

where the transverse diffusion collision rate includes both contributions from electron-

electron as well as electron-ion collisions:

νe
⊥(vth,e) = νee

⊥ (vth,e) + νei
⊥ (vth,e)

≃ 2 νee
c (vth,e)

√

2

π
exp(−1/2) + 2 νei

c (vth,e) ≃ νei
c (vth,e)(

1

Z
+ 2),

having used the scaling vth,e/vth,i ≫ 1, relation νei
c (vth,e) = Zνee

c (vth,e) and the approximation

2
√

2/π exp(−1/2) ≃ 1. The condition for electron detrapping by transverse collisional

diffusion to become significant, i.e. τ e
⊥ωb,e < 2π, then leads to the relation

(
eφ0

Te

)3/2

kλei(vth,e) < 2π
1/Z + 2

4
≃ 2π, (A8)

where the thermal electron-ion collision mean free path is defined as λei(vth,e) =

vth,e/ν
ei
c (vth,e).

Considering Fig. 20.a, the characteristic time τ i
⊥ for ion detrapping by pitch angle scatter-

ing is estimated as τ i
⊥ = θ2

t /ν
i
⊥(cs) ≃ (2∆vtr,i/cs)/ν

i
⊥(cs), having used ∆vtr,i/cs = 1−cos θt ≃

θ2
t /2. The transverse diffusion collision rate in general would include both contributions from

ion-ion as well as ion-electron collisions, but for ion velocities of order cs, they scale with

the ratio 1 : (1/Z)(Zme/mi)
1/2 and the latter contribution is thus negligible, so that

νi
⊥(cs) ≃ νii

⊥(cs) ≃ 2 νii
c (cs).

The condition for ion detrapping by transverse collisional diffusion to become significant,

i.e. τ i
⊥ωb,i < 2π, then leads to the relation

eφ0

Te
kλei(vth,e) < 2π, (A9)

where the ion-ion collision mean free path evaluated at cs is defined as λii(cs) = cs/ν
ii
c (cs)

and noting that one in fact has λii(cs) = λei(vth,e).

Considering again Fig. 20.a as well as Eq. (A3), the characteristic time τ i
‖ for ion

detrapping by parallel diffusion is estimated as τ i
‖ = (∆vtr,i/cs)

2/νi
‖(cs). In general, the
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parallel diffusion collision rate would as well include both contributions from ion-ion as

well as ion-electron collisions, but for ion velocities of order cs, they scale with the ratio

Ti/ZTe : (1/Z)(Zme/mi)
1/2 and the latter contribution is thus again negligible, so that

νi
‖(cs) ≃ νii

‖ (cs) ≃ 2νii
c (cs)

(
vth,i

cs

)2

.

The condition for ion detrapping by parallel collisional diffusion to become significant, i.e.

τ i
‖ωb,i < 2π, then leads to the relation

(
eφ0

Te

)3/2

kλei(vth,e) < 2π
1

2

Ti

ZTe
. (A10)

Finally, considering once again Fig. 20.a as well as Eq. (A2), the characteristic time τ i
s for

ion detrapping by collisional drag is estimated as τ i
s = (∆vtr,i/cs)/ν

i
s(cs). The ion-ion and

ion-electron collisional contributions to νi
s(cs) scale with the ratio 1 : (Zme/mi)

1/2 and the

latter contribution can thus once again be neglected, so that

νi
s(cs) ≃ νii

s (cs) ≃ 2 νii
c (cs).

The condition for ion detrapping by collisional drag to become significant, i.e. τ i
sωb,i < 2π,

then leads to the relation
eφ0

Te

kλei(vth,e) < 2π, (A11)

which is the same constraint as given by Eq. (A9) for collisional ion detrapping by transverse

diffusion.

Considering Eqs. (A8)-(A11), it appears that the most significant collisional detrap-

ping effects are electron detrapping by transverse diffusion and ion detrapping by parallel

diffusion, both requiring essentially the constraint:

(
eφ0

Te

)3/2

kλei(vth,e) < 2π, (A12)

as ion trapping is only effective for lower values of ZTe/Ti. By evaluating Eq. (A12) in a

Helium plasma with Te = 2.5 keV and Ne = 9 × 1020 cm−3 (typical parameters in a ICF

plasma), the limit on eφo/Te < 2 · 10−2, i.e. (eφo/Te)
1/2 < 0.2, is obtained, a limit only

about twice that imposed by sideloss. Note that the ion-ion mean free path has a stong

dependence on the charge state and the electron temperature.
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